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#### Abstract

In 1986, Gupta and Murty proved the Lang-Trotter conjecture in the case of elliptic curves having complex multiplication, conditional on the generalized Riemann hypothesis. That is, given a non-torsion point $P \in E(\mathbb{Q})$, they showed that $P(\bmod p)$ generates $E\left(\mathbb{F}_{p}\right)$ for infinitely many primes $p$, conditional on the generalized Riemann hypothesis. We demonstrate that Gupta and Murty's result can be translated into an unconditional result in the language of Drinfeld modules. We follow the example of Hsu and Yu, who proved Artin's conjecture unconditionally in the case of sign normalized rank one Drinfeld modules. Further, we will cover all necessary background information.
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## Nomenclature

$\delta_{a}, \delta_{E}(a), \delta_{\phi}(a), \delta_{E}(\Gamma), \delta_{\phi}(\Gamma)$ Densities of primes for Artin-like problems
$\Gamma \quad$ A finitely generated torsion-free submodule of either $E(\mathbb{Q})$ or $\phi(F)$
$\infty \quad$ A fixed rational prime of $F$
$\mathbb{F}_{r} \quad$ The finite field with $r$ elements
$\tau \quad$ The $r$-power Frobenius map, $\tau(X)=X^{r}$
$A \quad$ The ring of elements of $F$ which are regular everywhere except possibly $\infty$
$a \quad$ A non-torsion point of $E(\mathbb{Q})$ or $\phi(F)$
$E \quad$ An elliptic curve defined over $\mathbb{Q}$
$F \quad$ A function field, i.e. an extension of $\mathbb{F}_{r}$ having transcendence degree 1 over $\mathbb{F}_{r}$ with $F \cap \mathbb{F}_{r}=\mathbb{F}_{r}$
$F\{\tau\}$ The twisted polynomial ring $F\{\tau\}$
$k \quad$ This refers to either a quadratic imaginary extension of $\mathbb{Q}$ or an extension of $F$ where $\infty$ does not split
$K_{m}^{a}=\mathbb{Q}\left(a^{1 / m}, \zeta_{m}\right), \mathbb{Q}\left(m^{-1} a, E[m]\right)$ The particular extension we are talking about will be clear from context
$N_{a}(x), N_{\Gamma}(x), \tilde{N}_{\Gamma}(x)$ Prime counting functions for Artin-like problems
$P, \mathfrak{P}, \mathfrak{p}, \mathfrak{q}$ Finite primes in various function fields
$p, q \quad$ Rational primes

## Chapter 1

## Introduction

### 1.1 Artin's primitive root conjecture

We say that an integer $a$ is a primitive root $\bmod p$ if the class of $a \bmod p$ generates the multiplicative group $\mathbb{F}_{p}^{*}$, where $p$ is prime. In [2], Artin conjectured that an integer $a$, which is not equal to $\pm 1$ or any square, should be a primitive root for infinitely many primes $p$. He further conjectured that the set of primes $p$ for which $a$ is a primitive root $\bmod p$ should have a natural density $A(a)>0$ which is given by an Euler product. These conjectures are called Artin's primitive root conjecture and have been a continuing subject of study to this date.

We need algebraic number theory to investigate the density $A(a)$. For each positive integer $m$, let $K_{m}^{a}=\mathbb{Q}\left(a^{1 / m}, \zeta_{m}\right)$, where $\zeta_{m}$ is a primitive $m$ th root of unity. By examining the behaviour of the prime ideal $p$ in the extensions $K_{q}$ for $q$ prime, we get that $a$ is a primitive root $\bmod p$ if and only if $p$ does not split completely in any extension $K_{q}^{a}$, for $q$ prime. The Chebotarev density theorem then tells us that the density of primes which split completely in $K_{q}^{a}$ is $\left[K_{q}^{a}: \mathbb{Q}\right]^{-1}$. (For an effective version see [19]) This heuristic allows us to guess that

$$
A(a)=\prod_{q \text { prime }}\left(1-\frac{1}{\left[K_{q}^{a}: \mathbb{Q}\right]}\right) .
$$

By incorporating inclusion-exclusion into our heuristic, we obtain the more accurate formula

$$
A(a)=\sum_{m \geq 1} \frac{\mu(m)}{\left[K_{m}^{a}: \mathbb{Q}\right]},
$$

where $\mu(m)=(-1)^{j}$ if $m$ is the product of $j$ distinct primes for some $j$, and 0 otherwise.
In 1967, Hooley[16] proved Artin's primitive root conjecture conditionally on the generalized Riemann Hypothesis for the number fields $K_{m}^{a}, \quad m \geq 1$. Recall that the generalized Riemann Hypothesis is for $K_{m}^{a}$ is the assumption that the analytic continuation of the function

$$
\zeta_{K_{m}^{a}}(s)=\sum_{I \text { an ideal of } O_{K_{m}^{a}}} N_{K_{m}^{a} / \mathbb{Q}}(I)^{-s},
$$

has all of its non-trivial zeroes lying on the line $\operatorname{Re}(s)=1 / 2$.
Now, let

$$
N_{a}(x)=\#\{p \text { prime }: p \leq x, a \text { is a primitive root } \bmod p\} .
$$

Theorem 1.1.1 ([16], Theorem, pp. 219-220). Suppose that $a$ is a non-square and not equal to $\pm 1$. Further, assume that the generalized Riemann Hypothesis holds for the extensions $K_{m}^{a}, m \geq 1$. Then

$$
N_{a}(x)=A(a) x / \log x+\mathrm{O}\left(x \log \log x /(\log x)^{2}\right)
$$

with

$$
A(a)=\sum_{m \geq 1} \frac{\mu(m)}{\left[K_{m}^{a}: \mathbb{Q}\right]}>0
$$

We can broadly think of Hooley's proof as being organized into several steps, which we can imitate when thinking of similar questions. First, restate " $a$ is a primitive root mod $p$ " as " $p$ splits completely in no field $K_{m}^{a}$ ". Next, determine a bound for the discriminant of $K_{m}^{a}$ for each $m \geq 1$, and determine bounds for $\left[K_{m}^{a}: \mathbb{Q}\right]$ for each $m \geq 1$. One then observes that

$$
N_{a}(x)=N(x, y)+\mathrm{O}(M(y, x))
$$

where $N(x, y)$ is the number of primes which do not split completely in $K_{q}^{a}$ with $q \leq y$, and $M(y, x)$ is the number of primes which split completely in some $K_{q}^{a}$ with $y<q \leq x$. Then see that $y$ can be chosen so that $N(x, y)=A(a) x / \log x+\mathrm{O}\left(x \log \log x /(\log x)^{2}\right)$. Then the error term $M(y, x)$ is dealt with by a combination of sieving techniques. Finally, further investigation of $\left[K_{m}^{a}: \mathbb{Q}\right]$ gives that $A(a)$ has an Euler product, which leads to the fact that $A(a)>0$.

After Hooley's success, it is natural to ask whether the concept of a primitive root can be generalized to (abelian) algebraic groups defined over $\mathbb{Q}$. One particular example is elliptic curves.

### 1.2 The Lang-Trotter Conjecture

Suppose that the algebraic curve $E(\mathbb{C})=\left\{(x, y) \in \mathbb{C}^{2}: y^{2}=x^{3}+a x+b\right\} \bigcup\{\infty\}$ is smooth (this is the same as requiring that $f(x)=x^{3}+a x+b$ has no repeated roots). Suppose also that $a, b \in \mathbb{Q}$. Then we say that $E$ is an elliptic curve defined over $\mathbb{Q}$. The set of rational points of $E(\mathbb{Q})=\left\{(x, y) \in \mathbb{Q}^{2}: y^{2}=x^{3}+a x+b\right\} \bigcup\{\infty\}$ forms an abelian group. An endomorphism of $E$ is a map $(x, y) \rightarrow(f(x), g(y))$ such that $f, g$ are fractions of polynomials which can be extended to be defined everywhere on $E(\mathbb{C})$, and which takes $\infty \rightarrow \infty$ when extended. The set of endomorphisms is a commutative ring which contains $\mathbb{Z}$ under the map $n \rightarrow\{P \rightarrow n \cdot P)$. If it is strictly larger than $\mathbb{Z}$ then we say that $E$ has complex multiplication (abbreviated CM).

For a point $a \in E(\mathbb{Q})$ which is non-torsion, and a prime $p$, we say that $a$ is a primitive point $\bmod p$ if $E$ has good reduction at $p$ and $\bar{a} \in E\left(\mathbb{F}_{p}\right)$ generates $E\left(\mathbb{F}_{p}\right)$ as an abelian group. Obviously, if $a$ is a primitive point for $E \bmod p$, then $E\left(\mathbb{F}_{p}\right)$ must be cyclic. This leads us to ask whether or not $E\left(\mathbb{F}_{p}\right)$ is cyclic for infinitely many primes $p$. The answer to this question is given by Serre in [29] in the affirmative giving a positive density of such primes, assuming the generalized Riemann hypothesis. This was later refined by Gupta and Murty in [12] to an unconditional result, but at the cost of losing the natural density.

Therefore, it makes sense to consider an elliptic curve version of Artin's primitive root conjecture. In fact, Lang and Trotter [20] made the relevant conjecture, along with computational evidence and heuristics based on the Chebotarev density theorem.

Let $E$ be an elliptic curve defined over $\mathbb{Q}$, and $a \in E(\mathbb{Q})$. For a prime $p$ of good reduction for $E$, let $i(p)=\left[E\left(\mathbb{F}_{p}\right):\langle\bar{a}\rangle\right]$, where $\bar{a}$ is the point in $E\left(\mathbb{F}_{p}\right)$ corresponding to $a \bmod p$ and $\langle\bar{a}\rangle$ represents the subgroup of $E\left(\mathbb{F}_{p}\right)$ generated by the reduction of $\bar{a}$. Let $K_{m}^{a}=\mathbb{Q}\left(E[m], m^{-1} a\right)$, for $m$ a square-free integer. Lang and Trotter show that there is a union of conjugacy classes $\mathscr{C}_{m} \subset \operatorname{Gal}\left(K_{m}^{a} / \mathbb{Q}\right)$ such that $q \mid i(p)$ if and only if $\sigma_{p} \subset \mathscr{C}_{q}$. Here, $\sigma_{p}$ denotes the union of all the Frobenius' automorphisms for $p^{\prime}$ lying above $p$. Further, let $\delta(m)=\left|\mathscr{C}_{m}\right| /\left[K_{m}^{a}: \mathbb{Q}\right]$. Then Lang and Trotter [20] conjectured that

$$
\sum_{m \geq 1} \mu(m) \delta(m)
$$

is equal to the density of primes $p$ for which $a$ is a primitive root $\bmod p$.
There is one main obstacle towards proving the Lang-Trotter by following Hooley's argument. That is for $q$ large enough $\left|\mathscr{C}_{q}\right| \sim q^{4}$ if $E$ does not have complex multiplication or $q^{2}$ when $E$ does have complex multiplication, and $\left[K_{q}^{a}: \mathbb{Q}\right] \sim q^{6}$ if $E$ does not have complex multiplication or $q^{4}$ if $E$ does have complex multiplication. These larger degrees
for $\left|\mathscr{C}_{q}\right|$ and $\left[K_{q}^{a}: \mathbb{Q}\right]$ as well as increased discriminant values conflict with the error terms in the Chebotarev density theorem, even if we assume the generalized Riemann hypothesis. There is no obvious way around this obstacle. Luckily Gupta and Murty [11] circumvented these difficulties in the case where $E$ has complex multiplication.

### 1.3 Gupta's and Murty's work

Gupta and Murty first assume that they are in the case where $E$ has complex multiplication by the full ring of integers $O_{k}$, where $k$ is a quadratic imaginary extension of $\mathbb{Q}$. Put simply, Gupta and Murty aim to make the Lang-Trotter conjecture tractable by splitting the condition that $q \mid i(p)$ into two independent conditions, each of which is equivalent to a condition of the form " $p$ splits completely in an extension field (depending on $q$ )". Now, our main term becomes a double sum and since we are looking for primes which split completely, the error term coming from the Chebotarev density theorem is more manageable. Unfortunately, this method only deals with the primes $p$ which split completely in $k$, so even in this case, a density result remains elusive.

Let

$$
N_{a}(x)=\{p \text { prime } \mid p \leq x, p \text { splits completely in } k, a \text { is a primitive point } \bmod p\} .
$$

Theorem 1.3.1 ([11],Theorem 1). Let $E$ be an elliptic curve defined over $\mathbb{Q}$ with complex multiplication by $O_{k}$, and let $a \in E(\mathbb{Q})$ be a point of infinite order. Under the GRH for each number field $K_{m}^{a}$,

$$
N_{a}(x)=\delta_{E}(a) \frac{x}{\log x}+\mathrm{O}\left(\frac{x \log \log x}{(\log x)^{2}}\right),
$$

as $x \rightarrow \infty$.

Further, they gave conditions [11, Theorem 2] which imply that $\delta_{E}(a)>0$, hence giving a conditional proof of the Lang-Trotter conjecture in these cases. Although they were not able to resolve the Lang-Trotter conjecture if $E$ has no complex multiplication, by considering finitely generated torsion-free subgroups $\Gamma \subset E(\mathbb{Q})$, they were able to make progress.

Let $\Gamma$ be a freely generated subgroup of $E(\mathbb{Q})$, generated by $t$ elements. Denote the reduction of $\Gamma \bmod p$ by $\Gamma_{p}$ for those $p$ where $E$ has good reduction. Let $N_{\Gamma}(x)$ be the number of primes of good reduction for $E$, less than or equal to $x$ for which $\Gamma_{p}=E\left(\mathbb{F}_{p}\right)$.

Theorem 1.3.2 ([11], Theorem 3). Suppose that E has no complex multiplication and $\operatorname{rank}(\Gamma)=t \geq 18$. Then, under GRH, there is a constant $\delta_{E}(\Gamma)$ such that

$$
N_{\Gamma}(x)=\delta_{E}(\Gamma) x / \log x+\mathrm{o}(x / \log x),
$$

as $x \rightarrow \infty$.
If we suppose that $E$ has complex multiplication and let $\tilde{N}_{\Gamma}(x)$ be the number of primes which split completely in $k$, of good reduction for $E$ and satisfy $\Gamma_{p}=E\left(\mathbb{F}_{p}\right)$.

Let $1 / 2 \leq \eta<1$. The term $\eta$-GRH means that the Dedekind zeta functions for $\zeta_{L}$ have no zeroes in the region $\operatorname{Re}(s)>\eta$, where $L$ runs over the number fields $K_{m}^{\Gamma}$, with $m$ squarefree.

Theorem 1.3.3 ([11], Theorem 4). Suppose that E has complex multiplication by an order in $k$ and that $\operatorname{rank}(\Gamma)=t$. Assuming an $t /(t+1)-G R H$, we have

$$
\tilde{N}_{\Gamma}(x)=\delta_{E}(\Gamma) x / \log x+\mathrm{o}(x / \log x),
$$

as $x \rightarrow \infty$.
The main goal of this thesis is to formulate and prove analogous results to these, where we consider Drinfeld modules over function fields with constant field $\mathbb{F}_{r}$, where $r$ is a power of a prime.

### 1.4 The Carlitz module and Drinfeld modules

For an introduction to function fields see [27, Chapters $2,5,12,13$ ] and for more detailed information see [8, Chapters 2,3,4,6]. For a comprehensive treatment of Drinfeld modules see [10, Chapter 4]. For now, we will be as brief as possible with our treatment, leaving the details for later.

In this thesis, a function field $F$ will be an extension of $\mathbb{F}_{r}$, where $r$ is a power of a prime, such that the transcendence degree of $F$ over $\mathbb{F}_{r}$ is 1 and $F \cap \overline{\mathbb{F}_{r}}=\mathbb{F}_{r}$. For a fixed rational prime $\infty$, let $A$ be the ring of elements of $F$ for which $v_{\ell}(x) \geq 0$ for any $x \in A$, and place $\ell \neq \infty$.
Example 1.4.1. Let $F=\mathbb{F}_{r}(T)$ with $T$ an indeterminate. Let $A=\mathbb{F}_{r}[T]$ be the polynomial ring with coefficients in $\mathbb{F}_{r}$. For $f(T) \in \mathbb{F}_{r}[T]$, define $\operatorname{deg} f=\left[A / f(T): \mathbb{F}_{r}\right]$. The primes of $A$ are the monic, irreducible and non-constant polynomials in $A$.

The $A$ defined above is well-known to be similar to the integers in many ways. For example, let

$$
\pi_{\mathbb{F}_{r}[T]}(x)=\#\left\{P(t) \in \mathbb{F}_{r}[T] \mid P \text { is a prime, } \operatorname{deg} P=x .\right\}
$$

Then a counting argument [27, Theorem 2.2] gives

$$
\pi_{\mathbb{F}_{r}[T]}(x)=\frac{r^{x}}{x}+\mathrm{O}\left(\frac{r^{x / 2}}{x}\right)
$$

as $x \in \mathbb{N}, x \rightarrow \infty$. When $A$ and $F$ are more general, we can use [27, Theorem 5.12].
Compare this to the regular prime number theorem, by considering $x$ above as $\log x$ in the prime number theorem and $r^{x}$ above as $x$ in the prime number theorem. In fact, in these terms, the prime number theorem for $\mathbb{F}_{r}[T]$ is as strong as the Riemann Hypothesis in the classical case. A general program of study is therefore to convert classical results which are conditional on GRH to results for function fields which are unconditional.

Two other papers which we will follow for our results are [17] and [18], which state and prove the analogue to Artin's conjecture for the Carlitz module and rank 1 sgn-normalized Drinfeld modules respectively. Before we can state these results, we must introduce the Carlitz module and Drinfeld modules in general.

For the original paper by Carlitz see [5]. The idea of the Carlitz module is to provide $F$ with an additional $A$-module structure. Since in this case $A=\mathbb{F}_{r}[T]$, let us first define the $T$ action. Let $C_{T}: F \rightarrow F$ be defined by $C_{T}(X)=X^{r}+T X$. Then $C_{T}$ is $\mathbb{F}_{r}$-linear. When we want to multiply $x$ in the module $F$ by $T$, we can apply $C_{T}$ to $x$. Now, we want a homomorphism from $A$ to the $\mathbb{F}_{r}$-linear endomorphisms of $F$, which extends $T \rightarrow C_{T}$ This implies that $C_{b}=b X$ for $b \in \mathbb{F}_{r}$, and $C_{T^{n}}=C_{T}\left(C_{T^{n-1}}\right)$, which associates to each element of $\mathbb{F}_{r}[T]$ an $\mathbb{F}_{r}$-linear polynomial.

Notice as well that the action of $A$ by $C$ is well-defined for any field extension of $F$. Further, if $P$ is a monic irreducible, the action induced by $C$ turns $\mathbb{F}_{r}[T] / P$ into an $\mathbb{F}_{r}[T]$ module as well. Compare this to the action of the integers on the multiplicative group $\mathbb{Q}^{*}$. Building on this analogy, Hayes [13],[14] and Drinfeld [6],[7] somewhat independently developed class field theory for function fields over finite fields.

We need slightly more language to talk about Drinfeld modules in general.
Define $\tau: F \rightarrow F$ by the following formula,

$$
\tau(X)=X^{r}
$$

for $X \in F$. Another way to state this is $\tau \in \operatorname{End}_{\mathbb{F}_{r}}\left(G_{a}(F)\right)$, where $G_{a}$ is the functor which associates to each field its underlying additive group. That is, $\tau(x+y)=\tau(x)+\tau(y)$ and $\tau(\alpha x)=\alpha \tau(x)$ for $x, y \in F, \alpha \in \mathbb{F}_{r}$. Then set $F\{\tau\}$ to be the ring generated by $\tau$ and $F$, with the natural relations inherited by the definition of $\tau$. That is, $\tau^{n} \tau^{m}=\tau^{n+m}, \tau \cdot x=x^{r} \tau$, for $x \in k$.

If $F$ is infinite then $\operatorname{End}_{\mathbb{F}_{r}}\left(G_{a}(F)\right)=F\{\tau\}$, by [10, Proposition 1.1.5].
We say that $K$ is an $A$-field if it is equipped with a homomorphism $i: A \rightarrow K$.
Definition 1.4.1. Let $\phi: A \rightarrow K\{\tau\}$ be a homomorphism of $\mathbb{F}_{r}$-algebras. For $a \in A$, the image of a under $\phi$ is denoted $\phi_{a}$. Write

$$
\phi_{a}=\phi_{a, n} \tau^{n}+\cdots+\phi_{a, 1} \tau+\phi_{a, 0} \tau^{0}
$$

with $\phi_{a, n} \neq 0$, and $\phi_{a, i} \in F$. We say that $\phi$ is a Drinfeld module if $\phi_{a, 0}=i(a)$ for all $a \in A$ and $\phi_{a^{*}} \neq i\left(a^{*}\right) \tau^{0}$ for some $a^{*} \in A$. We will set $\phi_{a}$ to be the image of $a$ in $K\{\tau\}$ under $\phi$. For fixed $a$, the number $d:=\operatorname{deg}_{\tau} \phi_{a} / \operatorname{deg} a$ is a positive integer which is independent of $a$. The positive integer $d$ is called the rank of the Drinfeld module.

### 1.5 Artin's conjecture for Drinfeld modules

As before, by reducing the coefficients of $C_{f}$ modulo $P$, for a monic, irreducible $P \in \mathbb{F}_{r}[T]$, we obtain an action $\overline{C_{f}}$ on $A / P \equiv \mathbb{F}_{r \operatorname{deg} P}$. When we are talking about $A / P$ as an $A$-module via $C$, we will refer to it as $C(A / P)$. Now, fix $a \in \mathbb{F}_{r}[T]$ and let $A \cdot \bar{a}$ denote the submodule of $C(A / P)$ generated by the reduction of $a \bmod P$. Let

$$
N_{a}(x)=\#\left\{P \in \mathbb{F}_{r}[T]: P \text { is monic, irreducible with } \operatorname{deg} P=x, \text { and } A \cdot \bar{a}=C(A / P)\right\}
$$

for $x \in \mathbb{N}$. As usual, for a polynomial $m \in A$, we define the $m$-torsion of $C$ to be

$$
C[m]=\left\{x \in \bar{F} \mid C_{m}(x)=0\right\} .
$$

Let $\alpha$ be a particular root of $C_{m}(X)=a$. Then, just as in the classical case, the extensions $K_{m}^{a}=F(C[m], \alpha)$ play an integral role in the proof.

Theorem 1.5.1 ([17], Theorem 4.6). Suppose that $0 \neq a \in \mathbb{F}_{r}[T]$. Then there exists a constant $\delta_{a}$ such that

$$
N_{a}(x)=\delta_{a} \frac{r^{x}}{x}+\mathrm{o}\left(\frac{r^{x}}{x}\right)
$$

for $x \in \mathbb{N}$ as $x \rightarrow \infty$, with $\delta_{a}>0$ except for when $r=2$ and $a \in\{1\} \cup C_{T}(A) \cup C_{1+T}(A)$.
If $r \neq 2$, we have

$$
\delta(a)=\prod_{q \in \mathbb{F}_{r}[T], \text { monic, irreducible }}\left(1-\frac{1}{\left[K_{q}^{a}: k\right]}\right) .
$$

The proof of this proceeds similarly to that of Hooley's result, the main difficulties arising from ramification at the prime at $\infty$ (corresponding to $(1 / t)$ ), as well as proving that $\left[K_{m n}^{a}: k\right]=\left[K_{m}^{a}: k\right]\left[K_{n}^{a}: k\right]$, for $(m, n)=1$. That is, because we are not working over the integers, working out the multiplicative nature of these field extension degrees requires more work than the classical case.

Later, Hsu and Yu [18] were able to extend this result to a class of rank 1 Drinfeld modules, called sgn-normalized rank 1 Drinfeld modules. We will state their result here. Let $F$ be a function field, and $\infty$ a rational prime of $F$. Set $O$ to be the subring of $F$ consisting of all elements which are regular everywhere except possibly $\infty$. Let $H_{O}$ be the Hilbert class field of $O$, (i.e., the maximal unramified extension of $F$ such that $\infty$ splits completely). Let $O^{\prime}$ be the integral closure of $O$ in $H_{O}$. Let $\psi$ be a rank 1 , sgn normalized Drinfeld module with coefficients in $O^{\prime}$. For prime ideals $\mathfrak{P}$ of $O^{\prime}$, we say that $a$ is a primitive root mod $\mathfrak{P}$ if $\bar{a}$ generates $\psi\left(O^{\prime} / \mathfrak{P}\right)$ as an $A$-module.

Theorem 1.5.2 ([18], Theorem 4.6). Suppose that $r \neq 2$ and $0 \neq a \in O^{\prime}$. The set of primes $\mathfrak{P}$ of $O^{\prime}$ for which a is a primitive root mod $\mathfrak{P}$ has density $\delta_{\psi}(a)>0$, which is given by an Euler product.

The notion of sgn-normalized rank 1 Drinfeld modules arises naturally from the class field theory of $F$, and we will address all notation in Chapter 3.

### 1.6 Lang-Trotter for rank 2 Drinfeld modules

Earlier, we saw that the Lang-Trotter conjecture is a natural elliptic curve analogue of Artin's conjecture. Further, Hsu and Yu's result is a function field analogue for Artin's conjecture. Actually, Bilharz [4] proved a function field analogue for Artin's conjecture as well. That is, let $K$ be a global function field, and let $a \in K$. Given a prime $P=\left(O_{P}, R_{P}\right)$ of $K$, if the reduction of $a$ modulo $P$ generates $\left(O_{P} / R_{P}\right)^{*}$ multiplicatively, then we say that $a$ is a primitive root modulo $P$. Briefly, under suitable conditions on the field $K$ and $a \in K$, Bilharz proved that $a$ is a primitive root modulo $P$ for infinitely many primes
$P$. This is the most direct generalization of Artin's Conjecture to the function field case. Bilharz assumed the Riemann Hypothesis for function fields which was later proved by Weil. Further, Bilharz obtained a Dirichlet density for the set of primes in question, but not a natural density.

One of the goals of this thesis is to prove a function field analogue for the result of Gupta and Murty. During this proof, we will expose some of the deep similarities between the arithmetic of elliptic curves, the functor $G_{m}(\cdot)$ which assigns to every field its multiplicative group of non-zero elements, and Drinfeld modules.

Let $\phi: A \rightarrow K\{\tau\}$ be a Drinfeld module of generic characteristic, where the fraction field of $A$ is $F$ and $[K: F]<\infty$. Let $P$ be a prime of $K$ (a local sub-ring $O_{P}$ and corresponding maximal ideal $R_{P}$ ) which does not lie above $\infty$. For all but finitely many $P$, the coefficients of $\phi_{a}$ will be elements of $O_{P}$ for all $a \in A$. We can reduce them modulo $P$ to obtain a Drinfeld module $\phi\left(\mathbb{F}_{P}\right)$ (where $\mathbb{F}_{P}=O_{P} / R_{P}$ ). If we again exclude finitely many $P$, we can insist that $\phi\left(\mathbb{F}_{P}\right)$ has the same rank as $\phi$.

If $a \in F$ is such that $a \in O_{P}$, then we can ask whether or not $a+R_{P}$ generates $\phi\left(\mathbb{F}_{P}\right)$ as an $A$-module. Let $A \cdot \bar{a}$ be the submodule of $\phi\left(\mathbb{F}_{P}\right)$ which is generated by $a+R_{P}$. If it so happens that $\phi$ has "good reduction" at $P$, and $a \in O_{P}$, and $\phi\left(\mathbb{F}_{P}\right)$ is generated by $\bar{\alpha}$, then we say $\alpha$ is a primitive point $\bmod P$.

Conjecture 1.6.1. Let a be a non-torsion point for $\phi$, a rank 2 Drinfeld module defined over $K$, with $[K: F]$ finite. Suppose that $\operatorname{tor}(\phi)$ is cyclic (the submodule of rational torsion). Then a is a primitive point mod $P$ for infinitely many primes $P$ of $K$.

We now make assumptions that correspond to CM. Let $k$ be an extension of $F$ such that $\infty$ ramifies and $[k: F]=2$. Further suppose that $\operatorname{End}(\phi)$ is the integral closure of $A$ in $k$, say that $\operatorname{End}(\phi) \cong O\left(=O_{k}\right)$. The case that $\infty$ does not ramify is not covered in this thesis. If $\infty$ is inert, there are two possibilities. The first is that $k=F\left(\mathbb{F}_{r^{2}}\right)$ is a constant field extension. One example of this is $F=\mathbb{F}_{r}(T), k=\mathbb{F}_{r^{2}}(T)$. The second case is if $k$ has $\mathbb{F}_{r}$ as its constant field, and then $\infty$ is of degree 2 in $k$. In the first case, the constant field complicates the splitting behaviour of primes, as well as the Chebotarev density theorem. Thus, the difficulty lies with resolving the peculiarities of constant field extension, rather than generalizing the work of Gupta and Murty. To solve the second case, we would have to attempt to generalize Hsu and Yu's work for Artin's conjecture for rank 1 Drinfeld modules. Again, this is worth doing, but it is outside of the scope of this thesis. We expect that the constant field extension case will be solved in the future.

Let $\psi$ be the rank 1 Drinfeld module such that $\psi: O \rightarrow H_{O}$, and $\psi$ restricted to $A$ is $\phi$. Assume that $H_{O}$ is the Hilbert class field of $k$, and that $H_{O}$ has constant field equal to $\mathbb{F}_{r}$.

Finally, assume that $\psi$ is a sgn-normalized Drinfeld module, for some sign function sgn. A sign function for us is a homomorphism sgn : $F_{\infty}^{*} \rightarrow \mathbb{F}_{r}^{*}$ which fixes $\mathbb{F}_{r}^{*}$. We set $\operatorname{sgn}(0)=0$. The Drinfeld module $\psi$ is sgn-normalized if the leading coefficient of $\psi_{x}$ is $\operatorname{sgn}(x)$.

Let $a \in K, x \in \mathbb{N}$, then we let

$$
N_{\alpha}(x)=\#\left\{\begin{array}{l|l}
P \text { a prime of } K & \begin{array}{l}
\operatorname{deg} P=x, P \text { splits completely in } H_{O} \\
a \text { is a primitive root } \bmod P
\end{array}
\end{array}\right\}
$$

Theorem 5.1.1. Let $\phi: A \rightarrow K\{\tau\}$ be a rank 2 Drinfeld module, with CM by a sgnnormalized Drinfeld module $\psi$ of rank $1, \psi: O \rightarrow O^{\prime}\{\tau\}$. Suppose that $\operatorname{tor}(\phi)$ is cyclic. Let $a \in K$ be a non-torsion element for $\phi$, then there exists $\delta_{\phi}(a)>0$ such that

$$
N_{a}(x)=\delta_{\phi}(a) \frac{r^{x}}{x}+\mathrm{O}\left(\frac{r^{x} \log x}{x^{2}}\right)
$$

as $x$ tends to infinity.
For our second theorem, let $A=\mathbb{F}_{r}[T]$ and $K=F=\mathbb{F}_{r}(T)$.
Let $\phi: A \rightarrow F\{\tau\}$ be a Drinfeld Module of rank 2, defined by

$$
\phi_{T}=\Delta \tau^{2}+g \tau+T
$$

for some $D, g \in F, D \neq 0$. Suppose further that $\phi$ has no complex multiplication over any extension field.

Let $\Gamma$ be a finitely generated free $A$ submodule of $F$ (see [24] for the structure of $F$ ). That is $\Gamma=A \cdot\left\{a_{1}, \ldots, a_{s}\right\}$ and the $a_{i}$ 's are independent over $A$ (remember that the $A$ action is given by $\phi$ ).

A prime $P$ of $A$ will be a monic irreducible. These correspond to the prime ideals of $A$.
For all but finitely many primes $P$ of $F$, we may reduce $\Gamma$ modulo $P$ to obtain a submodule $\Gamma_{P}$ of the Drinfeld Module $\phi\left(\mathbb{F}_{P}\right)$, where $\mathbb{F}_{P}$ is the residue field of $A$ modulo $P$.
Theorem 5.1.2. Let $F=\mathbb{F}_{r}(T), A=\mathbb{F}_{r}[T], \phi_{T}=D \tau^{2}+g \tau+T, \Gamma=A \cdot\left\{a_{1}, \ldots, a_{t}\right\}$ and $N_{\Gamma}$ denote the number of primes of $A$ of degree $x$ with $\Gamma_{P}=\phi\left(\mathbb{F}_{P}\right)$. If $t \geq 18$ then,

$$
N_{\Gamma}(x)=\delta_{\phi}(\Gamma) \frac{r^{x}}{x}+\mathrm{O}\left(\frac{r^{x} \log x}{x^{2}}\right)
$$

as $x \rightarrow \infty$ for $x \in \mathbb{N}$, if we assume that the Kummer extension fields associated to $\Gamma$ have constant field equal to $\mathbb{F}_{r}$.

Notice that in the above result, as well as [11, Theorem 4], we require the 18 independent generators in $\Gamma$. This is very unlikely to happen for elliptic curves, but for Drinfeld modules, we can find many examples of $\Gamma$, by [24, Theorem 1].

### 1.7 An overview of the rest of the thesis

In order to understand our motivation for the method of Gupta and Murty, we give a summary of their work [11] in Chapter 2. This will provide our general program for the rest of the thesis. We will be able to see the motivation behind our work for the Drinfeld module case. Further, we will see how Gupta and Murty overcame the main obstacles of the Lang-Trotter conjecture. There are three results which are interesting because we are able to prove an analogue for Drinfeld modules. These results are [11, Theorems 1,2,3]. We are able to prove a more general result than would be expected, in part because of the explicit class field theory available in the function field case.

In Chapter 3, we will explore the theory of Drinfeld modules in detail. There is much to define and prove before one can start talking about the arithmetical properties of Drinfeld modules. We will not prove everything, but we will prove some of the results which are fundamental to the later sections. First, we will see the theory of additive functions over a field of finite characteristic. Then we review some non-archimedean analysis, especially important is the theory of Newton polygons. We then give the definition of Drinfeld modules and look at some of the basic theory of the subject. The main areas to note are the theory of endomorphisms, reduction theory, analytic uniformization theorems and class field theory.

In Chapter 4, we have compiled all of the algebraic number theory results. That is, the Kummer theory which is hybridized from [17, 18, 25, 26]. Further, we need many discriminant bounds, which are compiled here as well. Finally, we review the relevant sections of [18] which we need for our CM theory.

In Chapter 5, we prove our main results, drawing on all previous chapters as well as prime counting theorems.

Finally, in Chapter 6, we give some future work directions, as well as any difficulties towards future goals.

## Chapter 2

## Overview of the Lang-Trotter conjecture and Gupta's and Murty's work

### 2.1 Elliptic Curves review

For a background reference on elliptic curves, see [33].
Let $E$ be an elliptic curve defined over $\mathbb{Q}$. The curve $E$ is defined by an equation $y^{2}=x^{3}+a x+b$, such that $a, b \in \mathbb{Q}$ and the resulting projective curve is smooth. This is true if we require $f(x)=x^{3}+a x+b$ to have no repeated roots. Let $E(\mathbb{Q})=\{(x, y) \in$ $\left.\mathbb{Q}^{2}: y^{2}=x^{3}+a x+b\right\} \bigcup\{\infty\}$, where $\infty$ refers to the point at infinity when we look at this curve as being embedded in $\mathbb{P}^{2}$. It is well-known that $E(\mathbb{Q})$ is a group. In fact, let $K$ be a field with $\mathbb{Q} \subset K$; then the set of points with coefficients in $K$ is also a group, denoted $E(K)$ (again we are including the point at infinity).

We are interested in what happens to this group when we reduce the coefficients of $E$ modulo various primes. Let $\Delta=\operatorname{disc}(f(x))$ (where $\operatorname{disc}(f(x))$ is the discriminant of $f$ ). We will give a very crude treatment of the reduction theory. Let $O_{p}=\left\{x \in \mathbb{Q} \mid v_{p}(x) \geq 0\right\}$. We may assume that $a, b \in O_{p}$ and $\Delta \in O_{p}^{\times}$for all but finitely many $p$. For these $p$, we see that by reducing the equation $y^{2}=f(x)$ modulo $p$, we obtain an elliptic curve defined over $\mathbb{F}_{p}$. If this is the case then we say that $E$ has good reduction at $p$. So we see that $E$ has good reduction modulo all primes with only finitely many exceptions.

Let $n \in \mathbb{Z}$, and

$$
E[n]=\{P \in E(\mathbb{C}) \mid n \cdot P=\infty\} .
$$

Then, as an abstract group $E[n] \cong(\mathbb{Z} / n \mathbb{Z})^{2}$. If $E$ is a curve defined over a field of positive characteristic, say $p$, then $E\left[p^{n}\right]$ is isomorphic to either $\mathbb{Z} / p^{n} \mathbb{Z}$ or 0 . For $n$ coprime to $p$, we have that $E[n] \cong(\mathbb{Z} / n \mathbb{Z})^{2}$, as before.

The structure of the $K$-points of $E$ is determined by the following theorem.
Theorem 2.1.1 ([33], Theorem 6.7, Mordell-Weil Theorem). Let $K$ be a finite extension of $\mathbb{Q}$ and $E / K$ be an elliptic curve. Then there exists a non-negative integer $t$, called the rank of $E$ (over K), such that

$$
E(K) \cong \mathbb{Z}^{t} \oplus E_{\mathrm{tors}}
$$

where $E_{\text {tors }}$ is the torsion subgroup of $E(K)$. Further $E_{\text {tors }}$ is finite.
Let $p$ be a prime where $E$ has good reduction. Then since $E\left(\mathbb{F}_{p}\right)$ is a finite group it is torsion, hence we may write

$$
E\left(\mathbb{F}_{p}\right) \cong \mathbb{Z} / m_{1} \mathbb{Z} \oplus \mathbb{Z} / m_{2} \mathbb{Z}
$$

with $m_{1} \mid m_{2}$. Thus, in general, the finite abelian group $E\left(\mathbb{F}_{p}\right)$ may or may not be cyclic.
Finally, an important aspect of Gupta's and Murty's work is that it requires complex multiplication theory for one of the main results. A map $f: E \rightarrow E$ which is defined by rational functions is called an endomorphism if it takes $\infty$ to $\infty$, and is defined everywhere. It is called an isogeny if it is not the constant map $f(P)=\infty$. Then $f$ respects the group law, see [33, Chapter 1, Section 3 and Chapter 3, Section 4]. One example of such an endomorphism is the multiplication by $n$ map, denoted $[n]$. Let $K$ be a field such that $\mathbb{Q} \subset K$. Then the endomorphisms defined over $K$ form an integral domain, called $\operatorname{End}_{K}(E)$, with product given by composition, and addition given by pointwise addition. Denote by $\operatorname{End}(E)$ the ring of all endomorphisms of $E$. Then $k=\operatorname{End}(E) \otimes \mathbb{Q}$ is either $\mathbb{Q}$ or a quadratic imaginary extension of $\mathbb{Q}$. Further $\operatorname{End}(E)$ is an order in $k$. For clarification, we mean that $\operatorname{End}(E)$ is contained in the integral closure of $\mathbb{Z}$ in $k$, it is finitely generated as an abelian group, and it satisfies $\operatorname{End}(E) \otimes \mathbb{Q}=k$. There is a finite extension $K$ of $\mathbb{Q}$ such that $\operatorname{End}_{K}(E)=\operatorname{End}(E)$.

We want to see that all endomorphisms of $E$ are defined over $k$. Let $G:=\operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})$. Then, for $\phi \in \operatorname{End}(E), g \in G$ define $g \cdot \phi=g \phi g^{-1}$, which gives an action of $G$ on $\operatorname{End}(E)$ which satisfies

$$
\begin{aligned}
g h(\phi) & =g(h(\phi)), \\
g(\phi \psi) & =(g \phi)(g \psi),
\end{aligned}
$$

and

$$
g(\psi+\phi)=g \psi+g \phi .
$$

Further, we have that $g \cdot[n]=[n]$, where $n$ is the multiplication by $n$ map (since $E$ is defined over $\mathbb{Q}$ ).

Let $x \in O_{k}$ such that $k=\mathbb{Q}(x)$, and there exists $\phi \in \operatorname{End}(E)$ such that $\phi$ satisfies the same equation over $\mathbb{Z}$ that $x$ does. Thus, the polynomial $f$ splits in the field $k$. Further $g(\phi)+\phi=g(x)+x$ and so $\phi$ is fixed by $g$ if and only if $x$ is fixed by $g$, for any $g \in G$. Let $P \in E(k)$, then $g(P)=P$ for $g \in \operatorname{Gal}(\overline{\mathbb{Q}} / k)$, let $\phi \in \operatorname{End}(E)$, then $g(\phi)=\phi$, so $\phi(P)=g\left(\phi\left(g^{-1}(P)\right)\right)=g(\phi(P))$, so $\phi(P) \in E(k)$.

### 2.2 Main Results

We want to investigate the structure of $E\left(\mathbb{F}_{p}\right)$ for various primes $p$. It is natural to ask whether or not $E\left(\mathbb{F}_{p}\right)$ is cyclic for infinitely many primes $p$.

Theorem 2.2.1 ([29], Theorem 1.1). Assume the generalized Riemann hypothesis for the number fields $K_{m}$, where $K_{m}$ is $\mathbb{Q}$ adjoined by the coordinates of all the m-torsion points for $E$. Then $E\left(\mathbb{F}_{p}\right)$ is cyclic for infinitely many primes $p$. Further, let

$$
N_{E}(x)=\#\left\{p \text { prime } \mid E \text { has good reduction at } p, E\left(\mathbb{F}_{p}\right) \text { is cyclic }\right\} .
$$

Then there exists a constant $\delta_{E}$ such that

$$
N_{E}(x)=\delta_{E} \frac{x}{\log x}+\mathrm{o}\left(\frac{x}{\log x}\right)
$$

with $\delta_{E}>0$ if and only if $E$ has an irrational 2-torsion point.
Theorem 2.2.2 ([12], Theorem 1). Let $E, N_{E}(x)$ be as above. If $E$ has an irrational 2 -torsion point, then

$$
N_{E}(x) \gg \frac{x}{(\log x)^{2}} .
$$

Now, given a point $a \in E(\mathbb{Q})$ of infinite order and a prime $p$ of good reduction, we may reduce the coordinates of $a$ modulo $p$. That is, if $a=(x, y)$, then in projective coordinates $a=[x: y: 1]$, so rewrite $a$ as $\left[x^{\prime}: y^{\prime}: z\right]$ where all coordinates are integers and $\operatorname{gcd}\left(x^{\prime}, y^{\prime}, z\right)=1$. By reducing $x^{\prime}, y^{\prime}$ and $z$ modulo $p$ we obtain a point $\bar{a} \in E\left(\mathbb{F}_{p}\right)$. If $\bar{a}$ generates $E\left(\mathbb{F}_{p}\right)$ then we say that $a$ is a primitive point modulo $p$. If $\Gamma$ is generated by
$n$ points which are independent over $\mathbb{Z}$, then we denote the reduction of $\Gamma$ modulo $p$ by $\Gamma_{p}$ and we get that $\Gamma_{p}$ is a subgroup of $E\left(\mathbb{F}_{p}\right)$.

Let

$$
N_{a}(x)=\#\{p \leq x, \text { prime } \mid p \text { splits in } k, a \text { is a primitive point modulo } p\} .
$$

Theorem 2.2.3 ([11], Theorem 1). Let $E$ be an elliptic curve defined over $\mathbb{Q}$ with complex multiplication by $O_{k}$ and let a be a rational point of infinite order. Under the GRH,

$$
N_{a}(x)=\delta_{E}(a) \frac{x}{\log x}+\mathrm{O}\left(\frac{x \log \log x}{(\log x)^{2}}\right)
$$

as $x \rightarrow \infty$.
Gupta and Murty are able to give conditions which imply $\delta_{E}(a)>0$.
Theorem 2.2.4 ([11], Theorem 2). If 2 and 3 are inert in $k$ or $k=\mathbb{Q}(\sqrt{-11})$, then $\delta_{E}(a)>0$. Therefore, on the GRH,

$$
N_{a}(x) \gg \frac{x}{\log x}
$$

in these cases.
Unfortunately, their method is only able to treat the primes that split in $k$.
By considering multiple generators, i.e. a subgroup generated by $n$ elements, Gupta and Murty were able to make some progress in the non-CM case. Let $\Gamma$ be a free subgroup of $E(\mathbb{Q})$ of rank $t$. For a prime $p$ of good reduction, denote by $\Gamma_{p}$ the subgroup of $E\left(\mathbb{F}_{p}\right)$ generated by the reduction of each generator of $\Gamma$ modulo $p$. Let

$$
N_{\Gamma}(x)=\#\left\{p \leq x, \quad p \text { prime } \mid p \text { is of good reduction, } \Gamma_{p}=E\left(\mathbb{F}_{p}\right)\right\}
$$

Theorem 2.2.5 ([11], Theorem 3). Suppose that E has no complex multiplication and $\operatorname{rank}(\Gamma)=t \geq 18$. Then, under GRH, there is a constant $\delta_{E}(\Gamma)$ such that

$$
N_{\Gamma}(x)=\delta_{E}(\Gamma) \frac{x}{\log x}+\mathrm{o}\left(\frac{x}{\log x}\right)
$$

as $x \rightarrow \infty$.
A similar result is derived for the case when $E$ has complex multiplication, but we only need to assume that the corresponding Dedekind zeta functions have no zeroes in the
region $\operatorname{Re}(s)>(t /(t+1))$. We call this assumption $t /(t+1)$-GRH. This method again only deals with those primes that split completely in $k$. Let

$$
\tilde{N}_{\gamma}(x)=\#\left\{p \text { prime, } p \leq x \mid p \text { splits in } k, \Gamma_{p}=E\left(\mathbb{F}_{p}\right)\right\}
$$

Theorem 2.2.6 ([11], Theorem 4). Suppose that E has complex multiplication by an order in $k$ and recall that the rank of $\Gamma$ is $t$. Assuming a $t /(t+1)-G R H$, we have

$$
\tilde{N}_{\Gamma}(x)=\tilde{\delta}_{E}(\Gamma) \frac{x}{\log x}+\mathrm{o}\left(\frac{x}{\log x}\right)
$$

as $x \rightarrow \infty$.
Using sieve theory, Gupta and Murty also showed
Theorem 2.2.7 ([11], Theorem 5). If $E$ has complex multiplication and $t \geq 6$, where $t$ is the rank of $\Gamma$, then

$$
N_{\Gamma}(x) \gg \frac{x}{(\log x)^{2}}
$$

Our focus is on the paper [11] but it should be noted that [12] contains several related results.

### 2.3 The Lang-Trotter condition

Let $a \in E(\mathbb{Q})$ be a non-torsion point. For a prime $p$ of good reduction, let $\langle\bar{a}\rangle$ be the subgroup of $E\left(\mathbb{F}_{p}\right)$ generated by the reduction of $a$ modulo $p$, and let $i(p)=\left[E\left(\mathbb{F}_{p}\right):\langle\bar{a}\rangle\right]$. We want to formulate a condition for $q \mid i(p)$ in terms of the behaviour of $p$ in an extension field, similar to Artin's conjecture.

We have that $q \mid i(p)$ if and only if either

- $E[q] \subset E\left(\mathbb{F}_{p}\right)$ for $q \neq p$.
- The $q$ primary part of $E\left(\mathbb{F}_{p}\right)$ is cyclic and there exists $b \in E\left(\mathbb{F}_{p}\right)$ such that $q \cdot b=\bar{a}$.

These conditions motivate the definition of the fields $K_{q}^{a}=\mathbb{Q}\left(E[q], q^{-1} a\right)$, just as in the classical case.

Let $A_{q}=\operatorname{Gal}\left(K_{q}^{a} / \mathbb{Q}\right)$. For $\sigma \in A_{q}$, we may represent $\sigma$ as $(\gamma, \chi)$, where $\gamma \in \mathrm{GL}_{2}(\mathbb{Z} / l \mathbb{Z})$ and $\chi \in E[q]$. The action of $\sigma$ can be given in terms of $\gamma$ and $\chi$. Since $\sigma$ permutes the
$q$-torsion, we may denote this action by $\gamma$. Also, let $u_{0}$ be a particular point such that $q \cdot u_{0}=a$. Since $\sigma u_{0}-u_{0} \in E[q]$, write $\sigma u_{0}-u_{0}=\chi$. Let $u$ be an arbitrary point such that $q \cdot u=a$. Then $\sigma\left(u-u_{0}\right)=\gamma\left(u-u_{0}\right)$. Thus

$$
\sigma(u)=u_{0}+\chi+\gamma\left(u-u_{0}\right) .
$$

Thus, we see that $\sigma(u)=u$ if and only if

$$
(\gamma-1)\left(u_{0}-u\right)=\chi
$$

Next, we formulate a condition such for $q \mid i(p)$ whenever $p \nmid q \Delta$, where $\Delta$ is the discriminant of the curve.

Lemma 2.3.1 ([20], Lang-Trotter condition, pp. 289-290). Suppose $p \nmid q \Delta$. Fix a member $\sigma_{p}=\left(\gamma_{p}, \tau_{p}\right)$ in $\operatorname{Gal}\left(K_{q}^{a} / \mathbb{Q}\right)$ in the conjugacy class of the Frobenius at $p$. Then $q \mid i(p)$ if and only if either

1. $\gamma_{p}=1$
2. $\gamma_{p}$ has eigenvalue $1, \operatorname{ker}\left(\gamma_{p}-1\right)$ is cyclic and $\tau_{p} \in \operatorname{Im}\left(\gamma_{p}-1\right)$.

Remark 2.3.1. The set $\mathscr{C}_{q}$ corresponding to elements $(\gamma, \tau)$ of $\operatorname{Gal}\left(K_{q}^{a} / \mathbb{Q}\right)$ such that either $\gamma=1$ or $\gamma$ has eigenvalue 1 and $\tau \in \operatorname{Im}(\gamma-1)$ is a union of conjugacy classes.

For $p>5$, if $p \mid i(p)$ then it is clear that $\# E\left(\mathbb{F}_{p}\right)=p$. Hence, by Serre's result [32, Theorem 21], we have that the number of such primes is o $(x / \log x)$, whether or not $E$ has CM.

We now refine the Lang-Trotter condition to the case when $p$ splits completely in $k$. Let $\operatorname{End}(E)=O_{k}$ be the ring of integers of $k$, where $k$ is a quadratic imaginary extension of $\mathbb{Q}$. Since $E$ is defined over $\mathbb{Q}$, we have that the class number of $O_{k}$ is equal to 1 . This is because the $j$ invariant of $E$ is rational, and the class number of $O_{k}$ is bounded by $[\mathbb{Q}(j(E)): \mathbb{Q}]$. For an ideal $\mathfrak{a}=(\alpha)$ of $O_{k}$, let $\mathfrak{a}^{-1} a$ denote a point $b \in E(\mathbb{C})$ such that $\alpha \cdot b=a$. This choice is unique up to translation by $E[\mathfrak{a}]$ and multiplication by a unit in $O_{k}$.

For $\mathfrak{q}$ a prime ideal of first degree (i.e. the norm of $\mathfrak{q}$ must be a rational prime), define

$$
K_{\mathfrak{q}}^{a}=k\left(E[\mathfrak{q}], \mathfrak{q}^{-1} a\right) .
$$

Then $K_{\mathfrak{q}}^{a}$ is independent of the choice of $\mathfrak{q}^{-1} a$ and is Galois over $k$. If $q$ is a rational prime set

$$
K_{q}=k(E[q])
$$

Lemma 2.3.2 ([11], Lemma 3). Suppose that $p$ splits in $k$ and $p \nmid q \Delta$. Let $\mathfrak{p}$ be such that $p=\mathfrak{p} \bar{p}$ in $k$, and $\mathfrak{p}$ gives the Frobenius endomorphism of $E \bmod \mathfrak{p}$.

1. If $q$ is inert in $k$, then $q \mid i(p)$ if and only if $p$ splits completely in $K_{q}$.
2. If $q$ ramifies or splits in $k$, let $q=\mathfrak{q}_{1} \mathfrak{q}_{2}$ be its factorization in $k$. Then $q \mid i(p)$ if and only if $(\mathfrak{p})$ splits completely in $K_{\mathfrak{q}_{1}}^{a}$ or $K_{\mathfrak{q}_{2}}^{a}$ or $K_{q}$.

### 2.4 Algebra, Kummer and Discriminants

Let $\mathfrak{a}$ be a square-free ideal of $O_{k}$ which is only divisible by prime ideal factors of first degree and let $s$ be a square-free integer. Define

$$
K_{\mathfrak{a}}^{a}=\prod_{\mathfrak{q} \mid \mathfrak{a}} K_{\mathfrak{q}}^{a}, n(\mathfrak{a})=\left[K_{\mathfrak{a}}^{a}: k\right] .
$$

Notice that $K_{\mathfrak{a}}^{a}=k\left(E[\mathfrak{a}], \mathfrak{a}^{-1} a\right)$. Also, the $\operatorname{group} \operatorname{Gal}\left(K_{\mathfrak{a}}^{a} / k\right)$ is a subgroup of

$$
\left\{\left(\begin{array}{cc}
1 & * \\
0 & *
\end{array}\right) \in \mathrm{GL}_{2}\left(O_{k} / \mathfrak{a}\right)\right\}
$$

Set

$$
K_{s}=\prod_{q \mid s} K_{q}, \quad m(s)=\left[K_{s}: k\right],
$$

and

$$
K_{\mathfrak{a}, s}^{a}=K_{\mathfrak{a}}^{a} \cdot K_{s}=k\left(E[l(\mathfrak{a}, s)], \mathfrak{a}^{-1} a\right),
$$

where $l(\mathfrak{a}, s)$ is the least common multiple ideal of $\mathfrak{a}, s$ in $O_{k}$.
Let $n(\mathfrak{a}, s)$ be the degree of $K_{\mathfrak{a}, s}^{a}$ over $k$ and $d(\mathfrak{a}, s)$ be the discriminant of $K_{\mathfrak{a}, s}^{a}$ over $\mathbb{Q}$. The following lemmas estimate the numbers $n(\mathfrak{a}, s)$ and $d(\mathfrak{a}, s)$.

Lemma 2.4.1 ([11], Lemma 6). We have that

$$
\log n(\mathfrak{a}, s) \ll \log N(\mathfrak{a})+\log s
$$

Lemma 2.4.2 ([11], Lemma 7). We have that

$$
\frac{\log |d(\mathfrak{a}, s)|}{n(\mathfrak{a}, s)} \ll \log N(\mathfrak{a})+\log s
$$

Remark 2.4.1. We will see several similar results in Chapter 4.

Now, in order to estimate the density $\delta_{E}(a)$ we need to find a way to calculate $n(\mathfrak{a}, s)$ in terms of $n(\mathfrak{a})$ and $m(s)$.

Lemma 2.4.3 ([11], Lemma 8). If $\mathfrak{a}$ and $s$ are coprime to $6 \Delta$, where $\Delta$ is the discriminant of $E$, then

$$
n(\mathfrak{a}, s)=\frac{n(\mathfrak{a}) m(s)}{\phi(\mathfrak{a}, s)}
$$

where $(\mathfrak{a}, s)$ is the $g c d$ of $\mathfrak{a}$ and $s$ in $O_{k}$, and $\phi(\mathfrak{a}, s)$ is $\#\left(O_{k} /(\mathfrak{a}, s)\right)^{*}$.

### 2.5 Analysis overview of CM case

Let

$$
N(x, y)=\#\left\{\begin{array}{l|l}
\mathfrak{p} \text { a first degree prime of } k & \begin{array}{l}
\mathfrak{p} \text { does not split completely in any } \\
N(\mathfrak{p}) \leq x
\end{array} \\
K_{q} \text { or } K_{\mathfrak{q}}^{a} \text { for } q \leq y, N(\mathfrak{q}) \leq y
\end{array}\right\}
$$

Let $S$ be the set of first degree prime ideals of $k$. Let $T$ be the set of all rational primes. Let $S_{y}$ (resp. $T_{y}$ ) denote those elements of $S$ (resp. $T$ ) such that $N(\mathfrak{q}) \leq y($ resp. $q \leq y)$. Let $S^{*}, T^{*}, S_{y}^{*}, T_{y} *$ denote the set of all square-free products of elements of $S, T, S_{y}, T_{y}$.

Now, let $M\left(y_{1}, y_{2}\right)$ denote the number of primes $p \leq x$ such that $\mathfrak{p}$ splits completely in some $K_{\mathfrak{q}}^{a}$ or $K_{q}$ for $y_{1}<q<y_{2}$ or $y_{1}<N(\mathfrak{q})<y_{2}$.

Proposition 2.5.1 ([11], p. 23). We have that

$$
N_{a}(x)=\frac{1}{2} N(x, y)+\mathrm{O}(M(y, 2 x)) .
$$

The analysis is therefore broken up into parts. First we show that $N(x, y)$ (the main term) tends to $\delta_{E}(a) \operatorname{li}(x)$ as $x \rightarrow \infty$ for an appropriate choice of $y$ in terms of $x$. Then we must show that $M(y, 2 x)$ is small compared to the main term. We will do this by splitting up this term into three chunks, each of which is handled separately.

We choose $y=\frac{1}{12} \log x$ and let $\pi(x, \mathfrak{a}, s)$ be the number of first degree primes $\mathfrak{p}$ of $k$ with $N(\mathfrak{p}) \leq x$ which split completely in $K_{\mathfrak{a}, s}^{a}$. By the inclusion-exclusion principle, we have

$$
N(x, y)=\sum_{(\mathfrak{a}, s) \in S_{y}^{*} \times T_{y}^{*}} \mu(\mathfrak{a}) \mu(s) \pi(x, \mathfrak{a}, s)
$$

To estimate $\pi(x, \mathfrak{a}, s)$ we use an effective Chebotarev density theorem.
Lemma 2.5.1 ([19], Theorem 1.1). Let $L^{\prime} / L$ be a normal extension of number fields with $n=\left[L^{\prime}: L\right]$. Let $d=\operatorname{disc}\left(L^{\prime} / \mathbb{Q}\right)$. Let $\pi_{\mathscr{C}}\left(x, L^{\prime}\right)$ be the number of prime ideals of first degree of $L$ whose Frobenius automorphism lies in a given conjugacy class $\mathscr{C}$ of $\operatorname{Gal}\left(L^{\prime} / L\right)$. If the Dedekind zeta function of $L^{\prime}$ satisfies the Riemann hypothesis, then

$$
\left|\pi_{\mathscr{C}}\left(x, L^{\prime}\right)-\frac{|\mathscr{C}|}{n} \operatorname{li}(x)\right| \ll|\mathscr{C}| x^{1 / 2}\left(\log x+\delta\left(L^{\prime}\right)\right)
$$

where the implied constant depends only on $L$ and $\delta\left(L^{\prime}\right)=\frac{\log |d|}{n}$.
We set $L=k, L^{\prime}=K_{\mathfrak{a}, s}^{a}$ and $\mathscr{C}=\{1\}$, and apply the theorem directly.
Proposition 2.5.2 ([11], pp. 23-24).

$$
\left|N(x, y)-\sum_{(\mathfrak{a}, s) \in S_{y}^{*} \times T_{y}^{*}} \frac{\mu(s) \mu(\mathfrak{a})}{n(\mathfrak{a}, s)} \operatorname{li}(x)\right|=\mathrm{O}\left(x^{3 / 4+\epsilon}\right)
$$

for any $\epsilon>0$.
Proposition 2.5.3 ([11], pp. 24-26). The sum

$$
\delta=\sum_{(\mathfrak{a}, s) \in S^{*} \times T^{*}} \frac{\mu(s) \mu(\mathfrak{a})}{n(\mathfrak{a}, s)}
$$

is absolutely convergent, where $S^{*} \times T^{*}$ is the set of all pairs $(\mathfrak{a}, s)$ where $s$ is any square-free positive integer and $\mathfrak{a}$ is square-free and any prime ideal dividing $\mathfrak{a}$ must be of first degree. The constant $\delta$ is equal to $2 \delta_{E}(a)$.

Further, as $x \rightarrow \infty$, we have

$$
N(x, y)=\delta \operatorname{li}(x)+\mathrm{O}\left(\frac{x \log \log x}{\log ^{2} x}\right) .
$$

Now, we need to estimate $M(y, 2 x)$. We do this by breaking up the interval $(y, 2 x)$ into three parts $\left(y, x^{1 / 2} /\left(\log ^{2} x\right)\right),\left(x^{1 / 2} /\left(\log ^{2} x\right), x^{1 / 2} \log ^{2} x\right)$ and $\left(x^{1 / 2} \log ^{2} x, 2 x\right)$. We will handle the first interval with the Chebotarev density theorem [19, Theorem 1.1]. For the second interval we use an analogue of the Brun-Titchmarsh theorem. For the last interval we use the earlier result on the size of the coefficients of $g_{\beta}$ and a counting argument.

Proposition 2.5.4 ([11], p. 26). Assuming the GRH, we have

$$
M\left(y, x^{1 / 2} /\left(\log ^{2} x\right)\right)=\mathrm{O}\left(x /\left(\log ^{2} x\right)\right)
$$

Using the large sieve in Schaal [28, Theorem 6], we can get a Brun-Titchmarsh type result. Applying this result along with special considerations for the fields $K_{q}$, we get the following proposition.

Proposition 2.5.5 ([11], pp. 26-27). We have

$$
M\left(x^{1 / 2} / \log ^{2} x, x^{1 / 2} \log ^{2} x\right)=\mathrm{O}\left(\frac{x \log \log x}{\log ^{2} x}\right)
$$

Using a similar idea as [16, p. 211-212], we complete the estimation of the remainder terms.

Proposition 2.5.6 ([11], pp. 27-28). We have

$$
M\left(x^{1 / 2} \log ^{2} x, 2 x\right)=\mathrm{O}\left(\frac{x}{\log ^{2} x}\right)
$$

Then combining the above propositions, we obtain

$$
N_{a}(x)=\frac{\delta}{2} \operatorname{li}(x)+\mathrm{O}\left(\frac{x \log \log x}{\log ^{2} x}\right) .
$$

Let $\delta_{E}(a)=2 \delta$, and the only thing to check is that $\delta_{E}(a)>0$.

### 2.6 Free subgroups of high rank

Let $\Gamma \subset E(\mathbb{Q})$ be a free subgroup of rational points, with $\Gamma_{p}$ the reduction of $\Gamma$ modulo $p$. Let $\Gamma$ be freely generated by $t$ rational points $a_{1}, \ldots, a_{r}$. Let $\langle\cdot, \cdot\rangle$ be the canonical height pairing, and $H(b)=\langle b, b\rangle$, for $b \in E(\mathbb{Q})$.

Lemma 2.6.1 ([11], Lemma 13). The number of $t$-tuples $\left(n_{1}, \ldots, n_{t}\right)$ satisfying

$$
H\left(n_{1} a_{1}+\cdots+n_{t} a_{t}\right) \leq x
$$

is

$$
\frac{(\pi x)^{t / 2}}{\sqrt{R} \Gamma\left(\frac{t}{2}+1\right)}+\mathrm{O}\left(x^{(t-1) / 2+\epsilon}\right)
$$

where $R=\operatorname{det}\left(\left\langle a_{i}, a_{j}\right\rangle\right)>0$

The following lemma has a Drinfeld module analogue given in [1, Proposition 5.1].
Lemma 2.6.2 ([11], Lemma 14). The number of primes $p$ satisfying $\left|\Gamma_{p}\right| \leq y$ is $\mathrm{O}\left(y^{(t+2) / t}\right)$.
Consider the extensions $K_{q}^{\Gamma}=\mathbb{Q}\left(E[q], q^{-1} a_{1}, \ldots, q^{-1} a_{t}\right)$. These extensions are Galois over $\mathbb{Q}$ and their Galois group is isomorphic to a subgroup of $\mathrm{GL}_{2}\left(\mathbb{F}_{q}\right) \rtimes E[q]^{t}$. In $[25],[26]$, Ribet showed that for almost all $q$, the $\operatorname{group} \operatorname{Gal}\left(K_{q}^{\Gamma} / \mathbb{Q}(E[q])\right)$ is isomorphic to $E[q]^{t}$ under the map

$$
\left(b_{1}, \ldots, b_{t}\right) \mapsto\left\{\left(q^{-1} a_{1}, \ldots, q^{-1} a_{t}\right) \rightarrow\left(q^{-1} a_{1}+b_{1}, \ldots, q^{-1} a_{t}+b_{t}\right)\right\}
$$

for $\left(b_{1}, \ldots, b_{t}\right) \in E[q]^{t}$. So each $\sigma \in \operatorname{Gal}\left(K_{q}^{\Gamma} / \mathbb{Q}\right)$ can be written as $(\gamma, \chi)$ where $\gamma \in \mathrm{GL}_{2}\left(\mathbb{F}_{q}\right)$ and $\chi \in E[q]^{t}$. Denote by $\chi(\Gamma)$ the subgroup of $E[q]$ generated by the coordinates of $\chi$.

Lang and Trotter also proved the following result.
Lemma 2.6.3 ([20], p. 291). Let $\mathscr{C}_{q}$ consist of elements $\sigma=(\gamma, \chi)$ of $\operatorname{Gal}\left(K_{q}^{\Gamma} / \mathbb{Q}\right)$ such that

1. $\operatorname{ker}(\gamma-1)=E[q]$ and $\operatorname{rank}(\chi(\Gamma))=0$ or 1
2. $\operatorname{ker}(\gamma-1)$ is a non-trivial cyclic group and $\chi(\Gamma) \subset \operatorname{Im}(\gamma-1)$.

For $p \nmid q \Delta$, we have $q \mid\left[E\left(\mathbb{F}_{p}\right): \Gamma_{p}\right]$ if and only if $\sigma_{p} \in \mathscr{C}_{q}$ where $\sigma_{p}$ denotes the Frobenius element of $p$ in $\operatorname{Gal}\left(K_{q}^{\Gamma} / \mathbb{Q}\right)$.

As before, the number of primes $p$ such that $p \mid\left[E\left(\mathbb{F}_{p}\right): \Gamma_{p}\right]$ are at most $\mathrm{o}(x / \log x)$.
For $s$ square-free, let

$$
K_{s}^{\Gamma}=\prod_{q \mid s} K_{q}^{\Gamma}
$$

Let $\mathscr{C}_{s}$ be the conjugacy class of $K_{s}^{\Gamma}$ determined by the $\mathscr{C}_{q}$ 's, and let $\pi(x, s)$ be the number of primes $p \leq x$ such that $\sigma_{p}\left(K_{s}^{\Gamma} / \mathbb{Q}\right) \in \mathscr{C}_{s}$, let $G_{s}=\operatorname{Gal}\left(K_{s}^{\Gamma} / \mathbb{Q}\right)$. Let

$$
\delta(s)=\frac{\left|\mathscr{C}_{s}\right|}{\left|G_{s}\right|}
$$

Proposition 2.6.1 ([11], p. 35). We have that $\delta(s)=\mathrm{O}\left(s^{-t-1}\right)$.
Let $T_{y}$ denote the primes less than or equal to $y, T$ the set of all primes and $T_{y}^{*}, T^{*}$ the square-free products of elements of $T_{y}$ and $T$ respectively. Define $N_{\Gamma}(x, y), N_{\Gamma}(x)$ and $M_{\Gamma}(y, 2 x)$ analogously to $N(x, y), \quad N_{a}(x)$ and $M(x, y)$ respectively.

Proposition 2.6.2 ([11], p. 36). We have that

$$
N_{\Gamma}(x)=N_{\Gamma}(x, y)+\mathrm{O}\left(M_{\Gamma}(y, 2 x)\right) .
$$

Proposition 2.6.3 ([11], p. 36). Choose $y=\left(\frac{1}{4} \log x\right)^{1 /(t+2)}$. For some $\epsilon>0$, we get

$$
N_{\Gamma}(x, y)=\sum_{s \in T_{y}^{*}} \mu(s) \delta(s) \operatorname{li}(x)+\mathrm{O}\left(x^{1-\epsilon}\right)
$$

Proposition 2.6.4 ([11], p. 36). The infinite sum

$$
\delta_{E}(\Gamma)=\sum_{s} \mu(s) \delta(s)
$$

is absolutely convergent.

Let

$$
V_{q}^{(i)}=\mathbb{Q}\left(E[q], q^{-1} a_{i}\right),
$$

and notice that $\sigma_{p}\left(K_{q}^{\Gamma} / \mathbb{Q}\right)$ must satisfy the Lang-Trotter condition as before. The restriction of $\mathscr{C}_{q}$ to $V_{q}^{(i)}$ is of size $\mathrm{O}\left(q^{4}\right)$ for all $i$.

Proposition 2.6.5 ([11], p. 37). Let

$$
\alpha=\frac{1}{10} \log x-\frac{2}{5} \log \log x .
$$

Then,

$$
M_{\Gamma}\left(y, x^{\alpha}\right)=\mathrm{o}(x / \log x)
$$

Using Lemma 2.6.2 we can get the following bound.
Proposition 2.6.6 ([11], p. 37). If $t \geq 18$ and $A$ is large enough, we get

$$
M_{\Gamma}\left(x^{\alpha} \log ^{A} x, 2 x\right)=\mathrm{o}(x / \log x)
$$

Using a Brun-Titchmarsh theorem again, we can obtain the following proposition.
Proposition 2.6.7 ([11], p. 37). We have that

$$
M_{\Gamma}\left(x^{\alpha}, x^{\alpha} \log ^{A} x\right)=\mathrm{o}(x / \log x)
$$

Therefore, assuming the GRH,

$$
N_{\Gamma}(x)=\delta_{E}(\Gamma) x / \log x+\mathrm{o}(x / \log x)
$$

if $t \geq 18$.

### 2.7 Density calculation

A quick note on the density $\delta_{E}(\Gamma)$. If we take "Serre curves" for $E$, and $\Gamma$ such that for $l \neq 2$ the natural map $\Gamma / l \Gamma \rightarrow E(\mathbb{Q}) / l E(\mathbb{Q})$ is injective, then $\delta_{E}(\Gamma)>0$, since $\delta_{E}(\Gamma)=$ $\delta_{1}-\delta(2) \delta_{1}=(1-\delta(2)) \delta_{1}$, and $\delta_{1}$ has an Euler product, and $\delta(2) \neq 1$. This works, because the curves satisfy $\operatorname{Gal}\left(K_{q}^{\Gamma} / \mathbb{Q}\right) \cong E[q]^{t} \rtimes \mathrm{GL}_{2}\left(\mathbb{F}_{q}\right)$ for $q \neq 2$ and $K_{2}^{\Gamma} \neq \mathbb{Q}$. If we can find a curve satisfying the above and $\Gamma$ with $\operatorname{rank}(\Gamma) \geq 18$, then we will have an example for which to apply [11, Theorem 3].

Now, let us calculate the density $\delta=\sum \mu(\mathfrak{a}) \mu(s) n(\mathfrak{a}, s)^{-1}$.
Lemma 2.7.1 ([11], Lemma 11). Let $\mathfrak{a}=\mathfrak{a}_{1} \mathfrak{b}$ and $s=s_{1} b$ where $\left(\mathfrak{a}_{1}, 6 \Delta\right)=\left(s_{1}, 6 \Delta\right)=1$ and $\mathfrak{b}, b \mid 6 \Delta$. Then

$$
n(\mathfrak{a}, s)=n\left(\mathfrak{a}_{1}, s_{1}\right) n(\mathfrak{b}, b)
$$

Now,

$$
\delta=\sum_{\substack{\mathfrak{a}_{1}, s_{1}\left(\mathfrak{a}_{1}, 6 \Delta\right)=\left(s_{1}, 6 \Delta\right)=1 \\ \mathfrak{b}, b \mid 6 \Delta}} \frac{\mu\left(\mathfrak{a}_{1}\right) \mu\left(s_{1}\right)}{n\left(\mathfrak{a}_{1}, s_{1}\right)} \cdot \frac{\mu(\mathfrak{b}) \mu(b)}{n(\mathfrak{b}, b)},
$$

So that,

$$
\delta=\sum_{\mathfrak{b}, b \mid 6 \Delta} \frac{\mu(\mathfrak{b}) \mu(b)}{n(\mathfrak{b}, b)} \cdot \sum_{\mathfrak{a}_{1}, s_{1}} \frac{\mu\left(\mathfrak{a}_{1}\right) \mu\left(s_{1}\right)}{n\left(\mathfrak{a}_{1}, s_{1}\right.}=\delta_{0} \delta_{1} .
$$

Let us now see that $\delta_{1}>0$.

$$
\begin{aligned}
\delta_{1} & =\sum_{\mathfrak{a}_{1}, s_{1}} \frac{\mu\left(\mathfrak{a}_{1}\right) \mu\left(s_{1}\right)}{n\left(\mathfrak{a}_{1}\right) m\left(s_{1}\right)} \cdot \varphi\left(\mathfrak{a}_{1}, s_{1}\right) \\
& =\sum_{s_{1}} \frac{\mu\left(s_{1}\right)}{m\left(s_{1}\right)} \prod_{\mathfrak{q}}\left(1-\frac{\varphi\left(\mathfrak{q}, s_{1}\right)}{n(\mathfrak{q})}\right) .
\end{aligned}
$$

Now,

$$
\begin{aligned}
\delta_{1} & =\prod_{\mathfrak{q}}\left(1-\frac{1}{n(\mathfrak{q})}\right) \sum_{s_{1}} \frac{\mu\left(s_{1}\right)}{m\left(s_{1}\right)} \prod_{\mathfrak{q} \mid s_{1}}\left(1-\frac{1}{N(\mathfrak{q})}\right)\left(1-\frac{1}{n(\mathfrak{q})}\right)^{-1} \\
& =\prod_{\substack{q \text { inert in } k \\
(q, \Delta \Delta)=1}}\left(1-\frac{1}{q^{2}-1}\right) \\
& . \prod_{\substack{q \text { splits in } k \\
(q, 6 \Delta)=1}}\left(1-\frac{2}{q(q-1)}-\frac{1}{(q-1)^{2}}+\frac{2}{q(q-1)^{2}}\right) .
\end{aligned}
$$

In fact, we have to replace the above factor by $\left(1-(q-1)^{-1}\right)^{2}$ for the finitely many $q$ such that $q^{-1} a \in E(\mathbb{Q})$. In any case, it is now clear that $\delta_{1}>0$.

We note that $\delta_{0}$ represents the density of primes $\pi_{p}$ which do not split completely in any $K_{\mathfrak{b}, b}^{a}, \mathfrak{b}, b \mid 6 \Delta$. Now consider the density $\theta$ of primes $\mathfrak{p}$ which do not split completely in any $K_{q}$ or $k(E[\mathfrak{q}])$ for $\mathfrak{q}, q \mid 6 \Delta$. Then $\delta_{0} \geq \theta$. Class field theory will imply that if 2 and 3 are inert in $k$ then $\theta>0$ (this works for $k=\mathbb{Q}(\sqrt{-19}), \mathbb{Q}(\sqrt{-43}), \mathbb{Q}(\sqrt{-67}), \mathbb{Q}(\sqrt{-163})$ ). If $k=\mathbb{Q}(\sqrt{-11}), \mathbb{Q}(\sqrt{-7}), \mathbb{Q}(\sqrt{-2})$, then we must work harder to see when $\theta>0$.

## Chapter 3

## Function Fields and Drinfeld Modules

In this chapter, we explore some of the basic properties of function fields and Drinfeld modules. Drinfeld modules are a function field analogue of the multiplicative group of $\mathbb{C}$ and elliptic curves with complex multiplication. That is, the torsion points of $\mathbb{C}^{*}$ tell us a lot about the class field theory of the rational numbers. The torsion points of an elliptic curve with complex multiplication can tell us about the class field theory of a particular quadratic imaginary extension of the rational numbers. For function fields, we know the class field theory explicitly for all function fields, just like we know it for $\mathbb{Q}$ and $k$ a quadratic imaginary extension of $\mathbb{Q}$. This theory was first developed by Hayes [13] and Drinfeld [6] independently, using what are now known as Drinfeld modules.

This important discovery illustrates a connection between the arithmetic of function fields and classical groups such as the multiplicative group of the rational numbers and an elliptic curve defined over the rational numbers.

### 3.1 Number theory in function fields

Let $F$ be a field such that $\mathbb{F}_{r} \subset F$ and $F \cap \overline{\mathbb{F}_{r}}=\mathbb{F}_{r}$, where $\overline{\mathbb{F}_{r}}$ is an algebraic closure of $\mathbb{F}_{r}$. Let $y \in F$ be a non-constant, that is $y \notin \mathbb{F}_{r}$. If $\left[F: \mathbb{F}_{r}(y)\right]$ is finite, then we say that $F$ is a global function field. In other words, a global function field is a field of transcendence degree one over $\mathbb{F}_{p}$ with constant field $\mathbb{F}_{r}$. Here $r$ is a power of $p=\operatorname{Char}(F)$.

A prime $\ell$ of $F$ is defined to be a pair $\left(O_{\ell}, R_{\ell}\right)$ where $O_{\ell} \subset F$ is a discrete valuation ring and $R_{\ell}$ its maximal ideal such that the field of fractions of $O_{\ell}$ is $F$. Equivalently, we may associate to $\ell$ a surjective homomorphism $v_{\ell}: F^{*} \rightarrow \mathbb{Z}$ such that $v_{\ell}(x+y) \geq$ $\inf \left(v_{\ell}(x), v_{\ell}(y)\right)$ for all $x, y \in F^{*}$. With $v_{\ell}$ in hand, we set $O_{\ell}=\left\{x \in F \mid v_{\ell}(x) \geq 0\right\} \cup\{0\}$ and $R_{\ell}=\left\{x \in F \mid v_{\ell}(x)>0\right\} \cup\{0\}$. The homomorphism $v_{\ell}$ is called a valuation. For convenience, we sometimes use the convention that $v_{\ell}(0)=\infty$. Given a valuation $v$ on $F$, we may form a (normalized) absolute value $|\cdot|_{v}$ by the rule

$$
|x|_{v}=r^{-v(x)}
$$

We need to briefly mention some algebraic geometry. We can then discuss the RiemannRoch theorem. See [27, Chapters 2 and 5]. For a prime $\ell$, we set $\operatorname{deg} \ell=\left[O_{\ell} / R_{\ell}: \mathbb{F}_{r}\right]$. A divisor of $F$ is a formal sum

$$
D=\sum_{\ell \text { prime }} n_{\ell} \cdot \ell
$$

where $n_{\ell} \in \mathbb{Z}$, and all but finitely many $n_{\ell}=0$. The degree of $D$ is

$$
\operatorname{deg} D=\sum_{\ell \text { prime }} n_{\ell} \cdot \operatorname{deg} \ell
$$

Further, set $v_{\ell}(D)=n_{\ell}$.
For $x \in F$, define $\operatorname{div}(x)$ by the formula

$$
\operatorname{div}(x)=\sum_{\ell \text { prime }} v_{\ell}(x) \cdot \ell
$$

which is well-defined, see [27] for details.
Also, note that $\operatorname{div}(x)=0$ if and only if $x \in \mathbb{F}_{r}$.
For a divisor $D$ of $F$, define an $\mathbb{F}_{r}$-vector space $L(D)$ by the following

$$
L(D)=\left\{x \in F \mid v_{\ell}(\operatorname{div}(x)+D) \geq 0 \text { for all primes } \ell\right\} \cup\{0\}, .
$$

Let $l(D)=\left[L(D): \mathbb{F}_{r}\right]$, which is finite.
Now let us state the Riemann-Roch theorem. A divisor class of $F$ is an equivalence class of divisors, under the equivalence that $D^{\prime} \equiv D$ if $D-D^{\prime}=\operatorname{div}(y)$ for some $y \in F$.

Theorem 3.1.1 ([27], Theorem 5.4, Riemann-Roch Theorem). There exists a divisor class $\mathfrak{C}$, called the canonical divisor class and a non-negative integer $g$, called the genus, such
that for any divisor $A$ of $F$ and $C \in \mathfrak{C}$, we have

$$
l(A)=\operatorname{deg}(A)-g+1+l(C-A) .
$$

The Riemann-Roch theorem allows one to prove the following two results. Again, see [27, Chapter 5] for more details. Let $h_{F}$ be the number of divisor classes of degree 0 . Then $h_{F}$ is finite if $F$ is a global function field. Let $a_{N}$ be the number of primes of $F$ of degree $N$, then

$$
a_{N}=\frac{r^{N}}{N}+\mathrm{O}\left(\frac{r^{N / 2}}{N}\right) .
$$

The fields $F$ as above are seen to be analogous to number fields. If we take $F=\mathbb{F}_{r}(T)$ for an indeterminate $T$, then $F$ is similar to the rational numbers. The integers are analogous to the $\operatorname{ring} A=\mathbb{F}_{q}[T] \subset F$. In general, let us fix a rational prime $\infty$ of $F$. Actually, the prime $\infty$ need not be rational, but it simplifies things a bit, and we will not need to consider the case where $\infty$ is not rational in this thesis. Let $A \subset F$ be defined by

$$
A=\left\{x \in F \mid v_{\ell}(x) \geq 0 \text { for all } \ell \text { such that } \ell \neq \infty\right\}
$$

Let $A$ be the ring of functions of $F$ that are regular everywhere except possibly $\infty$. The units of $A$ are exactly equal to $\mathbb{F}_{r}^{*}$. The prime $\infty$ is called the infinite prime of $F$; all others are called finite primes. For a divisor $D$ of $F$, set $D_{0}$ to be the divisor such that $v_{\ell}\left(D_{0}\right)=v_{\ell}(D)$ for all $\ell \neq \infty$ and $v_{\infty}\left(D_{0}\right)=0$.

For $f \in A$, set $\operatorname{deg} f=\left[A / f: \mathbb{F}_{r}\right]$. Then because $\infty$ is rational $\operatorname{deg} f=\operatorname{deg}(\operatorname{div}(f))_{0}$. Finite primes $\ell$ of $F$ are in one to one correspondence with prime ideals of $A$.

Example 3.1.1. Let $A=\mathbb{F}_{r}[T]$ and $F=\mathbb{F}_{r}(T)$, for an indeterminate $T$.
Example 3.1.2. Let $F=\mathbb{F}_{r}(x)[y] /\left(y^{2}-f(x)\right)$, where $\operatorname{deg} f=n \geq 3$ and $f$ has $n$ distinct roots, and $2 \nmid r, \operatorname{deg} f$. In this case, the Dedekind domain $A=\mathbb{F}_{r}[x, y]$ is a suitable choice. In this case, the field $F$ is a quadratic extension of $\mathbb{F}_{r}(x)$ and the integral closure of $\mathbb{F}_{r}[x]$ in $F$ is $A$.

We may think of $\mathbb{F}_{r}[T]$ as the function field version of $\mathbb{Z}$. The second example we may think of being like the ring of integers of a quadratic imaginary extension of $\mathbb{Q}$. In this way, we get many good candidates for complex multiplication. These two examples will give many examples of Drinfeld modules for which we may apply our theorems, yet they are relatively uncomplicated.

### 3.2 Additive polynomials

Let $L$ be a field of characteristic $p$. Let $f(x) \in L[x]$ be a polynomial in one variable over $L$. We say $f(x)$ is additive if $f(a+b)=f(a)+f(b)$ for all $a, b \in L$. The set of additive polynomials of $L$ is a ring, where addition is given by addition of polynomials and multiplication is given by $(f \cdot g)(x)=f(g(x))$.

Let $\tau_{p} \in L[x]$ be the polynomial $x^{p}$. Then $\tau_{p}$ is an additive polynomial, and it generates a subring of the ring of additive polynomials, which we denote by $L\left\{\tau_{p}\right\}$. If $L$ is a finite field, then this ring is not the full ring of additive polynomials. For example, take $g(x)=\left(x^{p}-x\right)^{n}$ for a non-negative integer $n$. Then $g$ is additive but $g$ is not always in $L\left\{\tau_{p}\right\}$. Let $\bar{L}$ be an algebraic closure of $L$. We say that $f \in L[x]$ is absolutely additive if $f(a+b)=f(a)+f(b)$ for all $a, b \in \bar{L}$.

Proposition 3.2.1 ([10], Proposition 1.1.5). Let $L$ be a field with infinitely many elements. Then the ring of additive polynomials of $L$ is equal to $L\left\{\tau_{p}\right\}$.

Thus, the ring of absolutely additive polynomials of $L$ is equal to $L\left\{\tau_{p}\right\}$ for any $L$ of characteristic $p$. If $L$ is infinite, the notions of absolutely additive and additive coincide. From now on, we only consider absolutely additive polynomials (even if $L$ is finite).

Now suppose that $\mathbb{F}_{r} \subset L$. Let $\tau$ be the map $x \rightarrow x^{r}$. Then the subring of $L\left\{\tau_{p}\right\}$ generated by $\tau$ consists of polynomials which are $\mathbb{F}_{r}$-linear. This is because $\tau a=a^{r} \tau$ for $a \in L$.

Let $f \in L\{\tau\}$, then we may interpret the coefficients of $f$ in two different ways. First, the twisted polynomial $f$ may be represented as a polynomial in $L[x]$, in this case as

$$
f(x)=a_{0} x+a_{1} x^{r}+a_{2} x^{r^{2}}+\cdots+a_{n} x^{r^{n}}
$$

so that $\operatorname{deg} f=r^{n}$ for some integer $n$. If we represent $f$ in this way, we will write $f(x)$. Secondly, we may represent $f$ as a polynomial in $L\{\tau\}$, in which case write

$$
f(\tau)=a_{0} \tau^{0}+a_{1} \tau+\cdots+a_{n} \tau^{n}
$$

If we think of it this way, then we will write $\operatorname{deg}_{\tau}(f)=n$, so that $\operatorname{deg} f=r^{\operatorname{deg}_{\tau}(f)}$.
Proposition 3.2.2 ([10], Theorem 1.2.1). Let $f(x)$ be a separable polynomial. Then $f$ is absolutely additive if and only if the zeroes of $f$ form a subgroup of $\bar{L}$. Further, we have that $f$ is $\mathbb{F}_{r}$-linear if and only if the zeroes of $f$ form an $\mathbb{F}_{r}$-subspace of $\bar{L}$.

Let us study the polynomials $f_{W}$ further [10, Section 1.3]. We want to describe how the polynomial $f_{W}$ behaves when replacing $W$ by $\mathbb{F}_{r}$ subspaces. To do this we will use the Moore determinant, which is a $\tau$ version of the classical Vandermonde determinant. In particular, Goss [10, p. 9] says "It would be amusing to know the mechanics of transforming the computation of the Moore determinant (i.e., Corollary 1.3.7) into the usual Vandermonde computation." We give the computation in this way.

Define a vector $v(x)$ by $v(x)=\left(1, x, x^{2}, \ldots, x^{n-1}\right)^{t}$, where $v^{t}$ means the transpose of the vector $v$. Define

$$
A\left(x_{1}, \ldots, x_{n}\right)=\left(v\left(x_{1}\right), \ldots, v\left(x_{n}\right)\right) .
$$

Then

$$
\operatorname{det}\left(A\left(x_{1}, \ldots, x_{n}\right)\right)=\prod_{j<i}\left(x_{i}-x_{j}\right)
$$

For now, let us consider $W \subset L$, a field with $\mathbb{F}_{r} \subset L$, and $W$ a $\mathbb{F}_{r}$ subspace of $L$.
Lemma 3.2.1 ([10], Lemma 1.3.1). Let $\left\{w_{1}, \ldots, w_{n}\right\} \subset W$. The set $\left\{w_{1}, \ldots, w_{n}\right\}$ is linearly independent over $\mathbb{F}_{r}$ if and only if, for every $i \geq 0$, the set

$$
\left\{\tau^{i}\left(w_{1}\right), \ldots, \tau^{i}\left(w_{n}\right)\right\}
$$

is also linearly independent over $\mathbb{F}_{r}$.
We now define a determinant which should tell us when a set is linearly independent over $\mathbb{F}_{r}$.

Definition 3.2.1. Set

$$
\begin{aligned}
\Delta\left(w_{1}, \ldots, w_{n}\right) & :=\Delta_{r}\left(w_{1}, \ldots, w_{n}\right) \\
& :=\operatorname{det}\left(\begin{array}{ccc}
w_{1} & \cdots & w_{n} \\
w_{1}^{r} & \cdots & w_{n}^{r} \\
\vdots & & \vdots \\
w_{1}^{r^{n-1}} & \cdots & w_{n}^{r^{n-1}}
\end{array}\right) \\
& =\operatorname{det}\left(\begin{array}{cccc}
\tau^{0}\left(w_{1}\right) & \cdots & \tau^{0}\left(w_{n}\right) \\
\vdots & & \vdots \\
\tau^{n-1}\left(w_{1}\right) & \cdots & \tau^{n-1}\left(w_{n}\right)
\end{array}\right)
\end{aligned}
$$

We call $\Delta\left(w_{1}, \ldots, w_{n}\right)$ the Moore determinant.

Consider the ring $L\left\{\tau_{1}, \ldots, \tau_{n}\right\}$ where $\tau_{i}\left(x_{1}, \ldots, x_{n}\right)=\tau\left(x_{i}\right)$ for indeterminates $x_{1}, \ldots$. Then $\tau_{i} \tau_{j}=\tau_{j} \tau_{i}$ and $\tau_{j} \alpha=\alpha^{r} \tau_{j}$. The Vandermonde determinant above has coefficients in $\mathbb{F}_{r}$, so the Moore determinant satisfies

$$
\Delta\left(x_{1}, \ldots, x_{n}\right)=V\left(\tau_{1}, \ldots, \tau_{n}\right)\left(x_{1}, \ldots, x_{n}\right)
$$

We therefore have the identity

$$
\Delta\left(x_{1}, \ldots, x_{n}\right)=\left(\prod_{i<j}\left(\tau_{i}-\tau_{j}\right)\right)\left(x_{1}, \ldots, x_{n}\right)
$$

To study the Moore determinant in terms of the Vandermonde determinant, let us define maps $\tau_{i}: L^{m} \rightarrow L$ by $\tau_{i}\left(x_{1}, \ldots, x_{m}\right)=x_{i}^{r}$. Then the pointwise product gives us a ring $L\left\{\tau_{1}, \ldots, \tau_{m}\right\}$ of additive polynomials from $L^{m}$ to $L$, and the $\tau_{i}$ 's commute with each other. Also, we have that $L\left\{\tau_{i}\right\} \subset L\left\{\tau_{1}, \ldots, \tau_{m}\right\}$ is a copy of $L\{\tau\}$. Now, the Moore determinant can be thought of as

$$
\operatorname{det}\left(\tau_{i}^{j-1}(\vec{x})_{1 \leq i, j \leq m}\right)
$$

Now, the regular Vandermonde matrix will give us that this determinant is equal to (because the $\tau_{i}$ 's commute).

$$
\prod_{i<j}\left(\tau_{i}-\tau_{j}\right)
$$

which defines an additive function from $k^{m}$ to $k$. In fact it is $\mathbb{F}_{r}$-linear.
We have that $\Delta\left(x_{1}, \ldots, x_{m}, x_{m+1}\right)=\left(\prod_{i=1}^{m}\left(\tau_{m+1}-\tau_{i}\right)\right) \Delta\left(x_{1}, \ldots, x_{m}\right)$. Using this form we can prove that if $\left\{w_{1}, \ldots, w_{m}\right\}$ is a basis of some subspace $W$ of $L$, over $\mathbb{F}_{r}$ then $\Delta\left(w_{1}, \ldots, w_{m}, x\right)$ is an additive polynomial of degree $r^{m}$. But $r^{m}$ different roots of the polynomial are given by $\alpha_{1} w_{1}+\cdots+\alpha_{m} w_{m}$ (this is easy to check). Let

$$
f_{W}(x)=\prod_{w \in W}(x-w)
$$

Thus, we have the equality $\Delta\left(w_{1}, \ldots, w_{m}, x\right)=f_{W}(x) c$ for some constant $c$. Now $f_{W}$ is monic and the leading term of $\Delta\left(w_{1}, \ldots, w_{m}, x\right)$ is $\Delta\left(w_{1}, \ldots, w_{m}\right)$. Now, this implies that $\Delta\left(w_{1}, \ldots, w_{m}\right)=0$ if and only if $w_{1}, \ldots, w_{m}$ are linearly dependent vectors over $\mathbb{F}_{r}$.

We will use the following proposition later.
Proposition 3.2.3 ([10], Proposition 1.3.5 part 3 ). Let $W$ be a finite dimensional $\mathbb{F}_{r}$
subspace of L. Let $\left\{w_{1}, \ldots, w_{m}\right\}$ be a basis of $W$, and set $W_{i}$ be the span of $\left\{w_{1}, \ldots, w_{i}\right\}$ over $\mathbb{F}_{r}$. Let $f_{W_{i}}=\prod_{w \in W_{i}}(x-w)$, and $f_{W}=f_{W_{m}}$. Let $\overline{W_{i}}$ be the span of $f_{W_{i}}\left(w_{i+1}\right), \ldots, f_{W_{i}}\left(w_{m}\right)$. Then

$$
f_{W}(\tau)=f_{\overline{W_{i}}}(\tau) f_{W_{i}}(\tau)
$$

Proof. Both polynomials have the same set of roots, as well as the same leading term.
Definition 3.2.2. Let $f, g \in L\{\tau\}$.

1. We say that $f(\tau)$ is right divisible by $g(\tau)$ if there exists $h(\tau) \in L\{\tau\}$ such that $f(\tau)=h(\tau) \cdot g(\tau)$.
2. We say that $f(\tau)$ is left divisible by $g(\tau)$ if there exists $h(\tau) \in L\{\tau\}$ such that $f(\tau)=$ $g(\tau) h(\tau)$.

Proposition 3.2.4 ([10], Proposition 1.6.2). Let $f, g \in L\{\tau\}$ with $g(\tau) \neq 0$. Then there exists $h, r \in L\{\tau\}$ such that $\operatorname{deg}_{\tau} r<\operatorname{deg}_{\tau} g$ and

$$
f(\tau)=h(\tau) g(\tau)+r(\tau)
$$

Moreover, the polynomials $h$ and $r$ are uniquely determined.
Proof. Proceed just as in the classical division algorithm for polynomials.
Corollary 3.2.1 ([10], Corollary 1.6.3). Every left ideal of $L\{\tau\}$ is principal.
Definition 3.2.3. We say that $L$ is perfect if and only if $\tau(L)=L$.
Proposition 3.2.5 ([10], Proposition 1.6.5). Let $L$ be perfect and let $f, g \in L\{\tau\}$ with $g \neq 0$. Then there exists $h, r \in L\{\tau\}$ with $\operatorname{deg}_{\tau} r<\operatorname{deg}_{\tau} g$ and

$$
f(\tau)=g(\tau) \cdot h(\tau)+r(\tau) .
$$

Further, the polynomials $h$ and $r$ are uniquely determined.

Proof. The perfectness of $L$ allows us to solve for $h$ in the usual way.
Corollary 3.2.2 ([10], Corollary 1.6.5). If $L$ is perfect, then every right ideal of $L\{\tau\}$ is principal.

Definition 3.2.4. Let $f, g \in L\{\tau\}$. The left ideal generated by $f, g$ has a monic generator $(f(\tau), g(\tau)) \in L\{\tau\}$, called the greatest common divisor of $f$ and $g$.

### 3.3 Valued fields and Newton polygons

For a global function field $F$ and valuation $v_{\ell}$ of $F$, it is often useful to consider the completion of $F$ at $v_{\ell}$, denoted by $F_{\ell}$. In this section, we provide a brief overview of nonarchimedean analysis. We want to focus on the theory of Newton polygons, taken from [10].

Let $L$ be a field of characteristic $p$, equipped with a (non-archimedean) valuation $v$ such that $L$ is complete with respect to $v$. Let $O_{v}=\{x \in L \mid v(x) \geq 0\} \cup\{0\}$ and $R_{v}=\{x \in L \mid v(x)>0\} \cup\{0\}$. Now assume that $O_{v} / R_{v}$ is a finite field with $\# O_{v} / R_{v}=r$. We define an absolute value $|\cdot|$ on $L$ by $|x|=r^{-v(x)}$, for $0 \neq x \in L$ and $|0|=0$. Set $v(0)=\infty$.

If $L^{\prime} / L$ is any finite extension of $L$, we may define a unique extension of $v$ to $L^{\prime}$ by the following formula

$$
v(x)=\frac{1}{\left[L^{\prime}: L\right]} v\left(N_{L}^{L^{\prime}}(x)\right)
$$

In this way, we may extend the valuation $v$ to a fixed algebraic closure $\bar{L}$ of $L$.
Proposition 3.3.1 ([10], Proposition 2.1). Let $\bar{L}$ be a fixed algebraic closure of $L$ together with the canonical extension of $v$. Let $\hat{\bar{L}}$ be its completion with respect to $v$. Then $\hat{\bar{L}}$ remains algebraically closed.

Let $\left\{a_{j}\right\}_{j \geq 0}$ be a sequence in $L$. For the infinite sum $\sum_{j \geq 0} a_{j}$, we define the $N$ th partial sum as $S_{N}=\sum_{j=0}^{N} a_{j}$, and we say the sum $\sum_{j \geq 0} a_{j}$ converges if $\lim _{N \rightarrow \infty} S_{N}$ exists and equals $S$. We then put $\sum_{j \geq 0} a_{j}=S$.

Proposition 3.3.2 ([10], Proposition 2.2). The infinite sum $\sum_{j \geq 0} a_{j}$ converges to an element of $L$ if and only if $\lim _{j \rightarrow \infty} a_{j}=0$.

Proof. The "only if" is just like the proof from calculus. The "if" part follows because $\left|S_{n}\right| \leq \max \left|a_{i}\right| \rightarrow 0$.

Until the end of this section assume that $L$ is complete and algebraically closed.
Now, let us consider the power series $f(x)=\sum_{j \geq 0} a_{j} x^{j}$. Then $f$ converges at $x=\alpha$ if and only if

$$
\lim _{j \rightarrow \infty} a_{j} x^{j}=0
$$

or in terms of $v$,

$$
\lim _{j \rightarrow \infty} v\left(a_{j}\right)+j v(x)=\infty
$$

Definition 3.3.1. Let

$$
\rho(f)=-\lim _{j \rightarrow \infty} v\left(a_{j}\right) / j
$$

The limit $\rho(f)$ is called the order of convergence of $f$.
Proposition 3.3.3 ([10], Proposition 2.4). Let $\alpha \in L$. Then $f$ converges at $\alpha$ if $v(\alpha)>$ $\rho(f)$ and diverges at $\alpha$ if $v(\alpha)<\rho(f)$.

Definition 3.3.2. Let $f(x)=\sum_{j \geq 0} a_{j} x^{j} \in L[[x]]$. Let $S=\bigcup_{i \geq 0} A_{i}$, where $A_{i}=\{(i, y) \subset$ $\left.\mathbb{R}^{2} \mid y \geq v\left(a_{i}\right)\right\}$. The Newton polygon of $f$ is defined to be the convex hull of $S$.

Proposition 3.3.4 ([10], Proposition 2.8). Let $\left\{m_{i}\right\}$ be the sequence of slopes of the Newton polygon of $f(x)=\sum_{j \geq 0} a_{j} x^{j}$. Then $\left\{m_{i}\right\}$ is monotonically increasing and

$$
-\lim _{i \rightarrow \infty} m_{i}=\rho(f)
$$

Proposition 3.3.5 ([10], Proposition 2.9). Let $t>\rho(f)$. There are two possibilities.

1. If no side of the Newton Polygon of $f(x)$ has slope $-t$, then there are no zeroes of $f(x)$ on the circle $v(x)=t$.
2. If the Newton Polygon of $f(x)$ has a side with slope $-t$, then $f(x)$ has exactly $m$ zeroes on $v(x)=t$.

Here, the number $m$ refers to the length of the projection of the side of the Newton polygon of slope $-t$ onto the $x$-axis.

Definition 3.3.3. We say that $f(x)=\sum_{j \geq 0} a_{j} x^{j}$ is entire if it converges for all $x \in L$, or equivalently if $\rho(f)=-\infty$.

Proposition 3.3.6 ([10], Proposition 2.13). If $f$ is an entire function with no zeroes, then $f$ is constant.

Proof. This follows from looking at the Newton polygon of $f$ (if $f$ is non-trivial, then there is a non-trivial side of the Newton polygon).

Theorem 3.3.1 ([10], Theorem 2.14). Let $f(x)$ be an entire function and let

$$
\left\{\lambda_{1}, \ldots, \lambda_{t}, \ldots\right\}
$$

be its non-zero roots in $L$. Then

$$
\lim _{t \rightarrow \infty} v\left(\lambda_{t}\right)=-\infty
$$

and

$$
f(x)=c x^{n} \prod_{t}\left(1-x / \lambda_{t}\right)
$$

where $n=\operatorname{ord}_{x=0}(f)$.
Conversely, if $\left\{\lambda_{t}\right\}$ is as above and $c \in L$, then the above product defines an entire function.

Proof. The above product defines an entire function. If $f$ is an entire function not equal to the above product, then the quotient defines a non-constant entire function with no zeroes, a contradiction.

### 3.4 Drinfeld modules

Let $F$ be a global function field, with fixed rational prime $\infty$, and $A$ the ring of functions of $F$ regular everywhere except possibly $\infty$.

A field $K$ equipped with an $\mathbb{F}_{r}$-homomorphism $i: A \rightarrow K$ is called an $A$-field. In particular, the field $K$ has characteristic $p$. As any $A$-field has the same characteristic, we say that $\operatorname{ker}(i) \subset A$ is the characteristic of $K$ as an $A$-field. If $\operatorname{ker}(i)=0$, then $K$ has generic characteristic, otherwise it has finite characteristic.

Example 3.4.1. Let $A=\mathbb{F}_{r}[T]$ and let $K$ be any field containing $A$. By setting $i: A \rightarrow K$ to be the injection map, we make $K$ into an $A$-field of generic characteristic. That is, we have $\operatorname{ker}(i)=0$.

Example 3.4.2. Let $A=\mathbb{F}_{r}[T]$ and let $K=\mathbb{F}_{r^{n}}$. Let $P$ be a monic irreducible of $A$ of degree $n$. Then $i: A \rightarrow K$ given by $x \rightarrow x(\bmod P)$ turns $\mathbb{F}_{r^{n}}$ into an $A$-field with finite characteristic. Further, we have $\operatorname{ker}(i)=(P)$.

Recall that $K\{\tau\}$ is the ring of (absolutely) $\mathbb{F}_{q}$-linear polynomials over $K$. For each $f \in K\{\tau\}$, write $f=\tau^{0} a_{0}+\cdots+\tau^{n} a_{n}$, set $D(f)=a_{0}$.

Definition 3.4.1. A Drinfeld module defined over $K$ is an $\mathbb{F}_{q}$-linear homomorphism $\phi$ : $A \rightarrow K\{\tau\}$ such that

1. $D\left(\phi_{x}\right)=i(x)$ for all $x \in A$, and
2. $\phi_{x} \neq i(x) \tau^{0}$ for some $x \in A$.

From now on, we use the standard convention that for a Drinfeld module $\phi: A \rightarrow K\{\tau\}$, $\phi_{x} \in K\{\tau\}$ is the image of $x$ under the homomorphism $\phi$

Thus a Drinfeld module gives us an $A$-module action on the field $K$. In fact, any field $L$ with $K \subset L$ becomes a Drinfeld module via $\phi$, we denote this Drinfeld module by $\phi(L)$. It is often helpful to think of the $A$-action on $K$ similar to the $\mathbb{Z}$ action on the points of an elliptic curve $E$.

### 3.5 Fundamental structures for Drinfeld modules

Let $\phi, \psi$ be two Drinfeld modules defined over $K$. Let $f \in K\{\tau\}$. We say that $f$ is a morphism from $\phi$ to $\psi$ if $f \cdot \phi_{a}=\psi_{a} \cdot f$, as polynomials in $K\{\tau\}$, for all $a \in A$. Non-zero morphisms are called isogenies.

Let $I$ be an ideal of $A$. Let $\bar{K}$ be a fixed algebraic closure of $K$. The $I$-torsion of $\phi$ is given by

$$
\phi[I]=\left\{x \in \bar{K} \mid \phi_{a}(x)=0 \text { for all } a \in I\right\} .
$$

Let $I^{h_{A}}=(a)$, where $h_{A}$ is the class number of $F$. Then $\phi[I]$ is a subset of the zeroes of $\phi_{a}$, which is a finite set. Therefore, the torsion $\phi[I]$ is a finite $\mathbb{F}_{q}$ vector space, and so is the zero set of a monic, $\mathbb{F}_{q}$-linear polynomial, say $\phi_{I} \in K\{\tau\}$. For $a \in A$, define $\phi[a]=\phi[(a)]$. To compute $\phi_{I}$, write $I=\left(i_{1}, i_{2}\right)$ (because $A$ is Dedekind). Then set $\phi_{I}$ to be the monic generator of the left ideal of $K\{\tau\}$ generated by $\phi_{i_{1}}$ and $\phi_{i_{2}}$. This works because $K\{\tau\}$ has a right division algorithm.

In the theory of elliptic curves, the kernel of the multiplication by $n$ map has a very strict structure. We will see that this is true for Drinfeld modules as well. Recall that if $E / K$ is an elliptic curve with $n$ coprime to $\operatorname{Char}(K)$, we have

$$
E[n] \cong(\mathbb{Z} / n \mathbb{Z})^{2}
$$

Proposition 3.5.1 ([10], Proposition 4.5.3). There is a positive integer d such that if an ideal $I$ is coprime to the characteristic of $K$, denoted by $\operatorname{ker}(i)$, we have that $\phi[I] \cong(A / I)^{d}$.

Definition 3.5.1. The positive integer $d$ appearing above is called the rank of the Drinfeld module $\phi$.

It remains to deal with the case that $\operatorname{ker}(i)=\mathfrak{p} \neq 0$.
Proposition 3.5.2 ([10], Proposition 4.5.7). Suppose that $\operatorname{ker}(i) \neq 0$, then there exists a positive integer $h$ such that

$$
\phi\left[\mathfrak{p}^{j}\right] \cong\left(A / \mathfrak{p}^{j}\right)^{d-h}
$$

Definition 3.5.2. The positive integer $d$ appearing in the above propositions is called the rank of the Drinfeld module $\phi$. If $\operatorname{ker}(i) \neq 0$, then the positive integer $h$ is called the height of $\phi$, otherwise $\phi$ is said to have height $h=0$.

Definition 3.5.3. Let $\phi, \psi$ be two Drinfeld modules over $K$. If $f \in K\{\tau\}$ satisfies

$$
f \phi_{a}=\psi_{a} f
$$

then we say that $f$ is a morphism from $\phi$ to $\psi$ defined over $K$.

If $f$ is non-zero then $\phi$ and $\psi$ must have the same rank, say $d$. Let the set of all such morphisms be denoted $\operatorname{Hom}_{K}(\phi, \psi)$. If $\phi=\psi$, we denote the set $\operatorname{End}_{K}(\phi)$. The set of all morphisms defined over $\bar{K}$ is denoted $\operatorname{Hom}(\phi, \psi)$, and when $\phi=\psi$ we have $\operatorname{End}(\phi)$.

### 3.6 Complex Multiplication

The main reference for this section is [10, Chapter 4.7].
Proposition 3.6.1 ([10], Proposition 4.7.1). Let $f \in K\{\tau\}$ be a morphism from $\phi$ to $\psi$. Then $f$ is an isomorphism if and only if $\operatorname{deg}_{\tau} f(\tau)=0$.

Proposition 3.6.2 ([10], Proposition 4.7.2). Let $f \in K\{\tau\}$ be a morphism from $\phi$ to $\psi$, $a \in A$, and $\alpha \in \bar{K}$ be an a-division point of $\phi$. Then $f(\alpha)$ is an a-division point of $\psi$.

Corollary 3.6.1 ([10], Corollary 4.7.3). Let $f \in K\{\tau\}$ be a morphism form $\phi$ to $\psi, I \subset A$ be an ideal, and let $\alpha \in \phi[I]$. Then $f(\alpha) \in \psi[I]$.

Proposition 3.6.3 ([10], Proposition 4.7.4). Let $L \supset \bar{K}$ be algebraically closed. Then the natural inclusion $\operatorname{Hom}_{\bar{K}}(\phi, \psi) \hookrightarrow \operatorname{Hom}_{L}(\phi, \psi)$ is an equality.

Proposition 3.6.4 ([10], Proposition 4.7.6). Suppose that $K$ has generic characteristic, so that $F \subset K$. Then $\operatorname{End}_{K}(\phi)$ is commutative.

Theorem 3.6.1 ([10], Theorem 4.7.8). The set of morphisms $\operatorname{End}_{K}(\phi)$ is a projective $A$-module of rank at most $d^{2}$.

Proposition 3.6.5 ([10], Proposition 4.7.13). Let $f: \phi \rightarrow \psi$ be an isogeny. Then there exists an isogeny $\hat{f}: \psi \rightarrow \phi$ such that

$$
\hat{f} f=\phi_{a}
$$

for some non-zero $a \in A$.
Corollary 3.6.2 ([10], Corollary 4.7.14). 1. $f \hat{f}=\psi_{a}$.
2. Isogeny gives rise to an equivalence relation on Drinfeld modules over $K$.

Corollary 3.6.3 ([10], Corollary 4.7.15). The tensor product $\operatorname{End}_{K}(\phi) \otimes_{A} F$ is a finite dimensional division algebra over $F$.

Corollary 3.6.4 ([10], Corollary 4.7.16). Let $f: \phi \rightarrow \psi$ be an isogeny. Then $\operatorname{End}_{K}(\phi)$ and $\operatorname{End}_{K}(\psi)$ have the same rank as $A$-modules.

Proposition 3.6.6 ([10], Proposition 4.7.17). The tensor product $\operatorname{End}_{K}(\phi) \otimes_{A} F_{\infty}$ is a finite dimensional division algebra over $F_{\infty}$.

Let $L$ be a field containing $F$. Let $O \subset L$ be an order above $A$. That is, the field of fractions of $O$ is equal to $L$, all elements of $O$ are integral over $A$ and $O$ contains $A$. Let $\tilde{O}$ be the ring of $A$ integers. The conductor of $O$, denoted by $\mathfrak{c}$, is the largest ideal of $\tilde{O}$ which is also an ideal of $O$.

Proposition 3.6.7 ([10], Proposition 4.7.19). Let $K$ be an $A$-field and $\phi$ a Drinfeld module over $K$. Let $O$ inject into $\operatorname{End}_{K}(\phi)$ over $A$. Then there is a Drinfeld module $\psi$ over $K$ which is isogenous to $\phi$ and such that $\tilde{O} \cong \operatorname{End}_{K}(\psi)$.

### 3.7 Reduction of Drinfeld modules

The main reference for this section is [10, Chapter 4.10].
Let $K$ be an $A$-field equipped with a non-trivial valuation $v$. We assume that $v(x) \geq 0$ for all $x \in A$. This is because we want to talk about reduction modulo $v$, and that cannot happen if $v$ lies above $\infty$.

Let $O_{v}=\{x \in K \mid v(x) \geq 0\}$ and $R_{v}$ the maximal ideal of $O_{v}$. We know that $i(A) \subset O_{v}$. Set $F_{v}=O_{v} / R_{v}$. Let $\phi$ be a Drinfeld module of fixed rank $d>0$.

Definition 3.7.1. 1. We say that $\phi$ has integral coefficients if the coefficients of $\phi_{a}$ are in $O_{v}$ for all $a \in A$ and the reduction modulo $R_{v}$ of these coefficients defines a Drinfeld module of some rank $d_{1}$, where $0<d_{1} \leq d$, over $F_{v}$. Denote the reduced Drinfeld module (our notation) by $\phi\left(F_{v}\right)$.
2. We say that $\phi$ has stable reduction at $v$ if there exists a Drinfeld module $\psi$ over $K$ with $\psi$ isomorphic to $\phi$ over $K$ and $\psi$ has integral coefficients.
3. We say that $\phi$ has good reduction at $v$ if it has stable reduction at $v$ and in addition $\phi\left(F_{v}\right)$ has rank d.
4. We say that $\phi$ has potential stable (resp. potential good) reduction at $v$ if there exists an extension $(L, w)$ of $(K, v)$ such that $\phi$ has stable (resp. good) reduction at $w$.

Let $f(\tau)=\sum_{j=0}^{t} c_{j} \tau^{j} \in K\{\tau\}$. We set

$$
v(f(\tau))=\min \left\{v\left(c_{j}\right) /\left(r^{j}-1\right) \mid j>0\right\} .
$$

Lemma 3.7.1 ([10], Lemma 4.10.2). Let $u \in K^{*}$. Then the Drinfeld module $u \phi u^{-1}$ has integral coefficients at $v$ if and only if

$$
v(u)=\min \left\{v\left(\phi_{a}\right) \mid a \in A \backslash \mathbb{F}_{r}\right\} .
$$

Proposition 3.7.1 ([10], Proposition 4.10.3). Let $\phi$ be a Drinfeld module over $K$ as above. Then there is a natural number $e_{v}(\phi)$ which is prime to $p$ such that the following two properties are equivalent for a finite extension $(L, w)$ of $(K, v)$ :

1. $\phi$ has stable reduction at $w$.
2. The index of ramification of $w$ over $v$ is divisible by $e_{v}(\phi)$.

In fact, we can take $w$ to be tamely ramified over $v$, which is very important in different calculations.

Corollary 3.7.1 ([10], Corollary 4.10.4). Every $\phi$ has potential stable reduction in a tamely ramified extension. Further if the rank of $\phi$ is 1, then $\phi$ has potential good reduction everywhere.

Actually, we can say more about rank 1 Drinfeld modules. Let $\eta_{\phi}(x)$ be the leading coefficient of $\phi_{x}$ for $x \in A$.
Corollary 3.7.2 ([14], Corollary 7.4). Suppose $\psi$ has rank 1, and $\eta_{\psi}(x)$ is a unit of $O_{v}$ for all $x \in A$. Then $\psi$ has integral coefficients.

### 3.8 Analytic theory

Let $F_{\infty}$ be the completion of $F$ at $\infty$. Let $C_{\infty}$ be the completion of the algebraic closure of $F_{\infty}$.

For a prime $\ell \neq \infty$, let $F_{\ell}$ be the completion of $F$ at $\ell$ and $C_{\ell}$ be the completion of the algebraic closure of $F_{\ell}$.

Let $L$ be a complete subfield of $C_{\infty}$ or $C_{\ell}$ which contains either $F_{\ell}$ or $F_{\infty}$.
Theorem 3.8.1 ([10], Theorem 4.6.9). Let $\phi$ be a Drinfeld module over $L \subset C_{\infty}$ of rank $d>0$. Then there is an L-lattice $\Lambda:=\Lambda_{\psi}$ which is $\operatorname{Gal}\left(L^{\text {sep }} / L\right)$ invariant and of rank $d$ such that $\phi$ is the associated Drinfeld module to the lattice $\Lambda$. Moreover, the association $\phi \rightarrow L_{\phi}$ gives rise to an equivalence of categories between the category of Drinfeld modules of rank $d$ over $L$ and the category of L-lattices of rank d (equipped with $L$ morphisms of L-lattices).

Theorem 3.8.2 ([6], Proposition 7.2). The isomorphism classes of rank d Drinfeld modules defined over $L \subset C_{\ell}$ are in one-to-one correspondence with the isomorphism classes of pairs $(\phi, \Lambda)$, where $\phi$ is a Drinfeld module over $L$ of rank $d_{1}\left(d_{1} \leq d\right)$ with potentially good reduction, and $\Lambda$ is a lattice in $L$ of rank $d-d_{1}$ which is $\operatorname{Gal}\left(L^{\text {sep }} / L\right)$ invariant.

Remark 3.8.1. The L-lattices of rank 1 are in correspondence to the set of fractional ideals of $A$ under the equivalence $C D$ if $C=x D$ for some $x \in F$. Thus, the above result says that there are $h_{A}$ (the class number of $A$ ) isomorphism classes of Drinfeld modules, for each isomorphism class of ideals $\mathfrak{U}$, we may associate a Drinfeld module $\phi^{\mathfrak{U}}$.

We will first consider the exponential function of a lattice in a local non-archimedean field. Let $L$ be a local field, with discrete valuation $v$. That is $L$ is complete and locally compact with respect to $v$. Suppose also that $A \subset L$. Let $\hat{\bar{L}}$ be the completion of the algebraic closure of $L$. Suppose that $F \subset L$.

Definition 3.8.1. Let $\Lambda$ be an $A$-submodule of $\hat{\bar{L}}$. We say that $\Lambda$ is a L lattice if there is a norm $|\cdot|$ on $\Lambda$ which satisfies $|a \cdot \lambda|=r^{\operatorname{deg} a}|\lambda|$ for $a \in A, \lambda \in \Lambda$ and such that

1. $\Lambda$ is finitely generated as an A-module
2. $\Lambda$ is discrete w.r.t. the norm $|\cdot|$.
3. $\Lambda \subset L^{\text {sep }}$ and is $\operatorname{Gal}\left(L^{\text {sep }} / L\right)$ stable.

Definition 3.8.2. Let $\Lambda$ be as above. Set

$$
e_{\Lambda}(x)=x \prod_{\substack{\alpha \in \Lambda \\ 0 \neq \alpha}}\left(1-\frac{x}{\alpha}\right) .
$$

Proposition 3.8.1 ([10], Proposition 4.2.4). The function $e_{\Lambda}$ is entire and has a Taylor expansion around $x=0$ with coefficients in $L$.

Proof. That $e_{\Lambda}$ is entire follows from the discreteness of $\Lambda$. Proving that the coefficients are in $L$ results from the $\operatorname{Gal}\left(M^{\text {sep }} / M\right)$ action on $\Lambda$. One can also look at $e_{\Lambda}$ as being the limit of polynomials with coefficients in $L$ (for example, consider a polynomial whose newton polygon approximates that of $\left.e_{\Lambda}\right)$.

Proposition 3.8.2 ([10], Proposition 4.2.5). The function $e_{\Lambda}$ is $\mathbb{F}_{r}$-linear.

Proof. Since $e_{\Lambda}$ is the limit of $\mathbb{F}_{r}$-linear polynomials, we have that $e_{\Lambda}$ is $\mathbb{F}_{r}$-linear.
Let $d$ be the rank of $\Lambda$ as a finitely generated projective $A$-module. Let $0 \neq a \in A$.
Theorem 3.8.3 ([10], Theorem 4.3.1). We have the following equality of entire functions

$$
e_{\Lambda}(a x)=a e_{\Lambda}(x) \prod_{0 \neq \alpha \in a^{-1} \Lambda / \Lambda}\left(1-e_{\Lambda}(x) / e_{\Lambda}(\alpha)\right) .
$$

Proof. Let

$$
f(x)=x \prod_{0 \neq \alpha \in a^{-1} \Lambda / \Lambda}\left(1-x / e_{\Lambda}(\alpha)\right)
$$

Then we can check that $f$ is $\mathbb{F}_{r}$-linear, so $f^{\prime}(x) \equiv 1$. The entire functions $a f\left(e_{\Lambda}(x)\right)$ and $e_{\Lambda}(a x)$ have the same roots and the same derivative, so they are equal.

Up until now we have not specified the field $L$. We need the above theory for two related uses. If we set $L \subset C_{\infty}$, then we will be able to obtain the uniformization theory for Theorem 3.8.1. If we take $L \subset C$, then we can obtain the uniformization theory for Theorem 3.8.2. We will also return to these ideas when we review Gardeyn's paper [9], in Chapter 4.

### 3.9 Class field theory

We give an overview [14]. Also, see [10, Chapter 7],[7],[15].
First, let us determine the minimal field of definition for a rank 1 Drinfeld module. We will see that this field is an abelian extension of $F$, for which $\infty$ splits, and with Galois group equal to $\operatorname{Pic}(A)$.

Then we will develop the cyclotomic theory for sgn-normalized rank 1 Drinfeld modules, where $\infty$ is assumed to be rational. Notice that in this case, the sgn-normalized treatment summarised in [10, Chapter 7] corresponds to the treatment given by Hayes in [14]. If $\infty$ is not rational, then it is necessary to follow [10, Chapter 7] or Hayes [15]. The theory of Drinfeld modules can even be developed for $O$ an order of $A$, as done by Hayes [14].

Let $\phi$ be a Drinfeld module $\phi: A \rightarrow C_{\infty}\{\tau\}$.
Definition 3.9.1. Let $K$ be a subfield of $C_{\infty}$ containing $F$. We say that $\phi$ is defined over $K$ or that $K$ is a field of definition for $\phi$ if $\phi$ is isomorphic over $C_{\infty}$ to a Drinfeld module $\phi^{\prime}: A \rightarrow C_{\infty}$ such that $\phi_{x}^{\prime}$ has coefficients in $K$ for every $x \in A$.

Proposition 3.9.1 ([14], Theorem 6.6). There is a field $I(\phi)$ contained in every field of definition of $\phi$. The field $I(\phi)$ is itself a field of definition for $\phi$.

Definition 3.9.2. Let $\mathfrak{A}$ be an ideal of $A$. The following equation defines a Drinfeld module $(\mathfrak{A} * \phi)$ :

$$
\phi_{\mathfrak{A}} \cdot \phi_{x}=\phi_{x}^{\prime} \phi_{\mathfrak{A} \mathfrak{l}} .
$$

Corollary 3.9.1 ([14], Corollary 6.7). If $B$ is an ideal of $A$, then $I(B * \phi)=I(\phi)$.
Let $\phi$ be a rank 1 Drinfeld module defined over $F_{\infty}$ and let $H_{A}$ be the field of definition $I(\phi)$. Let $\sigma$ be an automorphism of $C_{\infty}$ which fixes $F$. Then $\sigma \phi$ defined by $(\sigma \phi)_{x}=\sigma\left(\phi_{x}\right)$ is a Drinfeld module of the same rank as $\phi$. Further

$$
\sigma(B * \phi)=B *(\sigma \phi)
$$

Proposition 3.9.2 ([14], Proposition 8.1). The automorphism $\sigma$ acts naturally on the isomorphism classes of rank d Drinfeld modules defined over $C_{\infty}$, denoted by $\operatorname{Isom}_{C_{\infty}}(d)$. In particular, we can take $d=1$. Further, this action commutes with that of $\operatorname{Pic}(A)$ given by the star operator.

From now on, we are interested only in rank 1 Drinfeld modules. From now on $\psi$ denotes a rank 1 Drinfeld module. This is because in Chapter 4, we will set $\psi$ to be a rank 1 Drinfeld module which is CM for some $\phi$ of rank 2 .

Proposition 3.9.3 ([14], Proposition 8.4). The extension $H_{A} / F$ is finite and and Galois. Further, the prime $\infty$ splits completely in $H_{A}$.

Proof. We know that $H_{A} \subset F_{\infty}$. Further, the field $I\left(\psi^{B}\right)$ remains invariant under the action of $*$, and hence it is generated by the coefficients of $\psi_{y}^{B}$ for any choice of $y$ nonconstant and $B$. Therefore, $H_{A}$ is finite, and any finite extension of $F$ contained in $F_{\infty}$ is separable.

Let $G_{A}=\operatorname{Gal}\left(H_{A} / F\right)$, then we can see that $G_{A}$ acts faithfully on $\operatorname{Ism}_{C_{\infty}}(1)$ and so $G_{A}$ can be viewed as a subgroup of $\operatorname{Pic}(A)$, and is therefore abelian.

Theorem 3.9.1 ([14], Theorem 8.8). We have that the group $G_{A}$ is isomorphic to $\operatorname{Pic}(A)$. A prime $P$ of $A$ splits completely in $H_{A} / F$ if and only if $P$ is principal.

Theorem 3.9.2 ([14], Theorem 8.10). The field $H_{A}$ is unramified of degree $h_{A}$ over $F$ and has field of constants $\mathbb{F}_{r}$.

Definition 3.9.3. Two Drinfeld modules $\psi, \psi^{\prime}$ defined over $H_{A}$ are said to be equivalent if there exists $w \in \overline{H_{A}}$ such that $w^{q-1} \in H_{A}$ and $\psi^{\prime}=w^{-1} \psi w$.

Proposition 3.9.4 ([14], Proposition 10.4). In our setting, that is $\operatorname{deg} \infty=1$, any rank 1 Drinfeld module defined over $H_{A}$ is equivalent to a Drinfeld module with coefficients in $O^{\prime}$ which is the integral closure of $A$ in $H_{A}$. Recall that a Drinfeld module has coefficients in $O^{\prime}$ if the leading coefficient of each $\psi_{y}$ is in $\mathbb{F}_{r}=O^{\prime \times}$ and all other coefficients are in $O^{\prime}$.

Proposition 3.9.5 ([14], Proposition 10.7). Every ideal B of A generates a principal ideal in $O^{\prime}$.

From now on, let $\psi$ be a Drinfeld module defined over $H_{A}$ which has coefficients in $O^{\prime}$ (recall that this means that the leading coefficient of $\psi_{y}$ is in $\mathbb{F}_{r}$ and all other coefficients are in $O^{\prime}$ ).

Let $G_{B}=\operatorname{Gal}\left(H_{A}(\psi[B]) / H_{A}\right)$, then we have a natural map

$$
\psi: G_{B} \rightarrow(A / B)^{*}
$$

Let $\varphi(B)=\#(A / B)^{*}$.
Proposition 3.9.6 ([14], Proposition 9.1). Suppose $B=P^{e}$, where $P$ is a prime of $A$. Let $\mathfrak{P}$ be a prime of $H_{A}$ which sits over $P$. Then $H_{A}(\psi[B]) / H_{A}$ is totally ramified at $\mathfrak{P}$ and its degree equals $\varphi(B)$.

Theorem 3.9.3 ([14], Theorem 9.2). Let $B$ be an ideal of $A$. Then

$$
\Psi: \operatorname{Gal}\left(H_{A}(\psi[B]) / H_{A}\right) \rightarrow(A / B)^{*}
$$

is an isomorphism.

### 3.10 Drinfeld modules over global function fields

Let us define our frames of reference for the rest of the paper. We will be considering two types of Drinfeld modules of rank 2 . For the first type, we have a function field $F$, rational point $\infty$ and $A$ such that $F \subset k$ with $[k: F]=2, k / F$ separable, and $\infty$ ramifies in $k$. Further, the field of constants of $k$ and $F$ are equal to $\mathbb{F}_{r}$ and finally the characteristic of $F$ is not equal to 2 . Set $O$ to be the integral closure of $A$ in $k$.

Under these assumptions, let $\phi$ be a rank 2 Drinfeld module defined over $K \subset H_{O}$, with $\operatorname{End}_{H_{O}}(\phi) \cong O$, with action given by a rank 1 Drinfeld module $\psi: O \rightarrow O^{\prime}\{\tau\}$ with coefficients in $O^{\prime}$ (again the leading coefficient of $\psi_{y}$ is in $\mathbb{F}_{r}$ ), where $O^{\prime}$ is the integral closure of $O$ in $H_{O}$. Certainly, any Drinfeld module of rank 2 that has complex multiplication by a sgn-normalized Drinfeld module $\psi$ defined over $H_{O}$ can also be defined over $H_{O}$. In case that it is defined over a strictly smaller subfield, we let $K \subset H_{O}$ be the minimal field of definition for $\phi$.

Our second possible situation is that $A=\mathbb{F}_{q}[T]$ and $F=\mathbb{F}_{q}(T)$ and $\phi$ is a rank 2 Drinfeld module defined over $F$. Further $\operatorname{End}(\phi)=A$.

In the first case, the class field theory developed by Drinfeld and Hayes provides a powerful tool towards solving our formulation of the Lang-Trotter conjecture. This is also seen in [18].

In the second case, we take the method of higher rank free submodules of the module of rational points, as in [11],[1]. To do this we need to use the theorem of Pink and Rutsche[23, Theorem 0.1] and the Kummer theory given by Ribet in [25],[26]. Further, Poonen's theorem, [24, Theorem 1] will give us the structure of the module of rational points.

For a prime ideal $P$ of $A$, let $P^{h}=(a)$ for some $h, a$, and let

$$
T_{P}(\phi)=\lim _{\leftarrow i} \phi\left[a^{i}\right]=\lim _{\leftarrow j} \phi\left[P^{j}\right]
$$

be the $P$-adic Tate-module of $\phi$. Let $A_{P}$ be the completion of $A$ at $P$ (the same as the
$P$-adic integers). Then $T_{P}(\phi)$ is a free $A_{P}$ module of rank $d$ (the rank of $\phi$ ) if $P$ is coprime to the characteristic of $L$.

Let $G_{K}=\operatorname{Gal}\left(K^{\text {sep }} / K\right)$, then there is a continuous Galois representation

$$
\rho_{P}: G_{K} \rightarrow \operatorname{Aut}_{A_{P}}\left(T_{P}(\phi)\right) \cong \operatorname{GL}_{r}\left(A_{P}\right)
$$

Theorem 3.10.1 ([34], Theorem 0.1). The $G_{K}$ module $T_{P}(\phi)$ is semi-simple.
Let $\mathbb{A}_{F}^{f}$ be the ring of finite adeles of $F$ and consider the adelic representation

$$
\rho_{a d}: G_{K} \rightarrow \prod_{P \neq \infty} \mathrm{GL}_{r}\left(A_{P}\right) \subset \mathrm{GL}_{r}\left(\mathbb{A}_{F}^{f}\right)
$$

Theorem 3.10.2 ([23], Theorem 0.1). Let $\phi$ be a Drinfeld $A$-module of rank $d$ over a finitely generated field $K$ of generic characteristic. Assume that $\operatorname{End}_{\bar{K}}(\phi)=A$. Then the image of the adelic representation

$$
\rho_{a d}: G_{K} \rightarrow \prod_{P \neq \infty} \mathrm{GL}_{r}\left(A_{P}\right) \subset \mathrm{GL}_{r}\left(\mathbb{A}_{F}^{f}\right)
$$

is open.
This is basically a Drinfeld analogue of Serre's result [30] for elliptic curves without complex multiplication.

The following result is proved by Poonen as [24, Theorem 1] by developing a theory of local heights for Drinfeld modules. We can see that although there is no Mordell-Weil rank for Drinfeld modules, they are still pretty nicely behaved.

Theorem 3.10.3 ([24], Theorem 1). Let $L / F$ be a finite extension, and $\phi$ a Drinfeld module $\phi: A \rightarrow L\{\tau\}$. Then under the action of $\phi$, the field $L$ is isomorphic to the direct sum of its torsion submodule, and a free A-module of countably infinite rank. Further, the torsion submodule of $L$ is finite.

## Chapter 4

## Number Theory

### 4.1 Lang-Trotter conditions

First, we must formulate a purely algebraic condition which will turn the question of "Does $\bar{a}$ generate $\phi\left(\mathbb{F}_{P}\right)$ ?" into two questions. First, "Does $\bar{a}$ generate $\psi\left(\mathbb{F}_{P}\right)$ as an $\operatorname{End}(\phi)$ module, where $P$ splits completely in $H:=H_{O}$ ?" Second, "Is $\phi\left(\mathbb{F}_{P}\right)$ cyclic?" It is easy to see that these conditions are both necessary for $\bar{a}$ to generate $\phi\left(\mathbb{F}_{P}\right)$, but in fact they are sufficient as well.

Our next goal will be to follow the work of Gupta-Murty and Hsu-Yu, by formulating the extensions $K_{q}=H(\phi[q])$, and $K_{\mathfrak{q}}^{a}=H\left(\phi[\mathfrak{q}], \mathfrak{q}^{-1} a\right)$. Then we see that $\bar{a}$ generates $\phi\left(\mathbb{F}_{P}\right)$ if and only if $P$ does not split completely in any extension $K_{q}$ or $K_{\mathfrak{q}}^{a}$, as $q$ varies over finite primes of $A$, and $\mathfrak{q}$ varies over finite primes of $O=\operatorname{End}(\phi)$.

Let $A$ be a Dedekind domain and let $F$ be the fraction field of $A$. Let $k$ be a field such that $[k: F]<\infty$ and let $O$ be the integral closure of $A$ in $k$. If $M$ is any (left) $O$-module, then $M$ has a natural $A$-module structure, by restricting the left-multiplication by $O$ to $A$. If $S \subset M$, then let $A \cdot S$ be the smallest $A$-submodule of $M$ which contains $S$, and let $O \cdot S$ be the smallest $O$-submodule of $M$ which contains $S$. Clearly $A \cdot S \subset O \cdot S$.

Our main interest is finite modules.
Definition 4.1.1. If $I$ is an ideal of $A$ and $N$ is an $A$-module.

$$
N[I]=\{a \in N \mid x \cdot a=0, \text { for every } x \in I\} .
$$

Similarly, define for $\mathfrak{I}$ an ideal of $O$, and $N^{\prime}$ an $O$-module

$$
N^{\prime}[\mathfrak{I}]=\left\{b \in N^{\prime} \mid x \cdot b=0, \text { for every } x \in \mathfrak{I}\right\} .
$$

Lemma 4.1.1. Let $I$ be an ideal of $A$, with $\mathfrak{I}=O \cdot I$. Then $A \cdot S[I] \subset O \cdot S[\Im]$
Proof. Without loss of generality, we assume that $S=A \cdot S[I]$. We must show that $O \cdot S$ is entirely I-torsion. Let $b_{1}, b_{2} \in O, s \in S$ and $a \in I$, then

$$
\left(b_{1} a\right)\left(b_{2} s\right)=b_{1} a b_{2} s=b_{1} b_{2}(a s)=b_{1} b_{2} 0=0
$$

Therefore $O \cdot S$ is annihilated by $b_{1} a$ for any $a \in I$ and $b_{1} \in B$. Hence $O \cdot S$ is annihilated by $\mathfrak{I}$ as required.

Lemma 4.1.2. Suppose $M$ is a finite $O$-module, which is also a cyclic $A$-module. Let $a \in M$. Then $A \cdot a=M$ if and only if $O \cdot a=M$.

Proof. If $A \cdot a=M$ then $O \cdot a \supset A \cdot a \supset M$. Suppose that $O \cdot a=M$. Write $a=c \cdot m$, where $c \in A$, and $m$ is the element which generates $M$ as an $A$-module. We can write $m=b \cdot a$ for some $b \in B$. For $x \in B$, let $\Phi_{x}$ denote the multiplication by $x$ map from $M$ to $M$. Since $a=c \cdot m=c \cdot b \cdot a$, we have that $\Phi_{b c}$ is the identity map on $M$. Hence, the map $\Phi_{c} \in \operatorname{Aut}(M)$, so $\Phi_{c}^{n}=1$, for some $n$. Hence, the map $\Phi_{c^{n-1}}$ is the inverse map of $\Phi_{c}$ on $M$, that is $c^{n-1} a=m$. Hence $A \cdot a=M$.

Now, suppose we are in the situation that $\phi$ is a rank 2 Drinfeld module with CM by a rank 1 Drinfeld module $\psi: O \rightarrow O^{\prime}\{\tau\}$ with leading coefficient of $\psi_{x}$ always an element of $\mathbb{F}_{r}^{*}$.

This is exactly the situation where we can apply Lemma 4.1.2.
Before we see this, we must go over what is happening for $\psi$ as in [18].
Definition 4.1.2. An element $x \in O$ is positive if $\eta(x)=1$, where $\eta(x)$ is the leading coefficient of $\psi_{x}$.

Let $\mathfrak{P}$ be a finite prime of $H:=H_{O}$. Then $N_{H / k}(\mathfrak{P})$ is always a principal ideal in $O$ Theorem 3.9.5. There exists a positive element $\beta=\beta(\mathfrak{P}) \in O$ with $(\beta)=N_{H / k}(\mathfrak{P})$.

Proposition 4.1.1 ([18], Proposition 2.1). We have

$$
\psi(O / \mathfrak{P}) \cong O /(\beta(\mathfrak{P})-1)
$$

where the isomorphism is as $O$-modules.
Proof. Since $\psi$ is rank 1 , we know that $\psi\left(O^{\prime} / \mathfrak{P}\right)$ is cyclic. If we let $\mathfrak{p}=\mathfrak{P} \cap O$, then we know that the reduction of $\psi$ at $\mathfrak{P}$ has height one at $\mathfrak{p}$. Hence, by [14], the polynomial $\psi_{\mathfrak{p}}$ is completely inseparable $\bmod \mathfrak{P}$, so $\psi_{\mathfrak{p}} \equiv x^{r^{\operatorname{deg} \mathfrak{p}}}(\bmod \mathfrak{P})$. Now $\beta(\mathfrak{P})=\mathfrak{p}^{\operatorname{deg} \mathfrak{F} / \operatorname{deg} \mathfrak{p}}$, so that

$$
\psi_{\beta(\mathfrak{P})}(b) \equiv b \quad(\bmod \mathfrak{P}),
$$

for all $b \in O^{\prime}$. This completes the proof since both sides have the same number of elements.

Proposition 4.1.2 ([18], Proposition 2.2). Suppose that $a \in O^{\prime}, \mathfrak{P}$ is a prime ideal in $O^{\prime}$ and $N_{H / L}(\mathfrak{P})=(\beta)$ for some positive element $\beta \in O$. Then $\bar{a}$ generates $\psi\left(O^{\prime} / \mathfrak{P}\right)$ if and only if $\psi_{(\beta-1) \mathfrak{p}^{-1}}(\bar{a}) \neq 0$ for all prime ideals $\mathfrak{p} \subseteq O$ such that $\mathfrak{p}$ divides $(\beta-1)$.

Proof. Follows from the above proposition.
Consider the set of $\mathfrak{a}$-torsion of $\psi \quad \psi[\mathfrak{a}]$, and the field $K_{\mathfrak{a}}=H(\psi[\mathfrak{a}])$. The extensions $K_{\mathfrak{a}} / H$ are unramified outside of $\mathfrak{a}$ and $\infty$, and are abelian. We have $\operatorname{Gal}\left(K_{\mathfrak{a}} / H\right) \cong(O / \mathfrak{a})^{*}$. Thus, there is no rational torsion as long as $r \neq 2$, which we have assumed to be the case.

Further the Artin symbol at a prime $\mathfrak{p}$ of $O$ not dividing $\mathfrak{a}$ is given by

$$
\sigma_{\mathfrak{p}}(\lambda)=\psi_{\mathfrak{p}}(\lambda) \text { for all } \lambda \in \psi[\mathfrak{a}] .
$$

Set $K_{\mathfrak{a}}^{a}=K_{\mathfrak{M}}(x)$, where $x$ is a solution to $\psi_{\mathfrak{a}}(x)=a$.
Proposition 4.1.3 ([18], Proposition 2.3). Let $\mathfrak{p}$ be a prime ideal in $O$, and let $\mathfrak{P}$ be a prime ideal in $O^{\prime}$ with $N_{H / k}\left(\mathfrak{P}^{\prime}\right)=(\beta)$ for some positive $\beta \in O$. Then $\mathfrak{P}$ splits completely in $K_{\mathfrak{p}}^{a}$ if and only if $\mathfrak{p} \mid(\beta-1)$ and $\psi_{(\beta-1) \mathfrak{p}^{-1}}(\bar{a})=0$.

Proof. Suppose that $\mathfrak{P}$ splits completely in $K_{\mathfrak{p}}^{a}$. The Artin symbol $\sigma_{(\beta)}$ is the identity in $\operatorname{Gal}(H(\psi[\mathfrak{p}]) / H)$. Thus,

$$
\sigma_{(\beta)}(\lambda)=\psi_{\beta}(\lambda)=\lambda .
$$

So, $\psi_{\beta-1}(\lambda)=0$ for all $\lambda \in \psi[\mathfrak{p}]$. Thus, the prime $\mathfrak{p}$ divides the principal ideal $(\beta-1)$ in $O$. Since $\mathfrak{P}$ splits completely in $K_{\mathfrak{p}}^{a}$, there is a root $\bar{\alpha}$ of $\psi_{\mathfrak{p}}(x) \equiv a(\bmod \mathfrak{P})$ in $\psi\left(O^{\prime} / \mathfrak{P}\right)$. From the above proposition, we obtain that $\psi_{(\beta-1) \mathfrak{p}^{-1}}(\bar{a})=\psi_{(\beta-1)}(\alpha)=0$ in $\psi\left(O^{\prime} / \mathfrak{P}^{\prime}\right)$.

Now, suppose that $\mathfrak{p}$ divides $(\beta-1)$ and $\psi_{(\beta-1) \mathfrak{p}^{-1}}(\bar{a})=0$. Let $\sigma_{\mathfrak{P}}$ be the Artin symbol in $\operatorname{Gal}(H(\psi[\mathfrak{p}]) / H)$. Since $N_{H / k}(\mathfrak{P})=(\beta)$, we know that $\left.\sigma_{( } \beta\right)=\sigma_{\mathfrak{P}}$. Since $\mathfrak{p} \mid(\beta-1)$, we get that $\left.\sigma_{\mathfrak{F}}(\lambda)=\sigma_{( } \beta\right)(\lambda)=\psi_{\beta-1}(\lambda)+\lambda=\lambda$, for all $\lambda \in \psi[\mathfrak{p}]$. That is, the prime $\mathfrak{P}$ splits completely in $H(\psi[\mathfrak{p}])$. To show that it splits completely in $K_{\mathfrak{p}}^{a}$, we need to find a solution to the equation $\psi_{\mathfrak{p}}(x)=\bar{a}$ in $O^{\prime} / \mathfrak{P}$. Let $\alpha$ be a root of the equation in a fixed algebraic closure of $O^{\prime} / \mathfrak{P}$. Then $\psi_{\beta-1}(\alpha)=\psi_{(\beta-1) \mathfrak{p}^{-1}}(a)=0$.

Let $\mathfrak{q}=\mathfrak{P} \cap O$. Then $\psi_{\mathfrak{q}}(x)$ is Eisenstein at $\mathfrak{P}$. So, reducing modulo $P$ gives that $\psi_{\mathfrak{q}}(x) \equiv x^{r^{\operatorname{deg} \mathfrak{q}}}(\bmod \mathfrak{P})$, for $x \in \mathscr{O}^{\prime}$. Now, write $(\beta)=\mathfrak{q}^{l}$ where $l$ is a positive integer $\left(l\right.$ is the dimension of $O^{\prime} / \mathfrak{P}$ over $\left.O / \mathfrak{q}\right)$ Then $\psi_{\beta}(x) \equiv x^{r^{\operatorname{deg} \beta}(\bmod \mathfrak{P}) \text {. Thus, } \alpha^{r^{\operatorname{deg} p}} \equiv \beta}$ $(\bmod \mathfrak{P})$.

Since $\operatorname{deg} \beta=\operatorname{deg} \mathfrak{P}$, we have that $\alpha \in O^{\prime} / \mathfrak{P}$, completing the proof.

Theorem 4.1.1 ([18], Theorem 2.4). The element $\bar{a}$ is a generator of $\psi\left(O^{\prime} / \mathfrak{P}\right)$ if and only if the prime ideal $\mathfrak{P}$ does not split completely in any of the fields $K_{\mathfrak{P}}^{a}$ where $\mathfrak{P}$ runs through prime ideals in $O$.

Let $P$ be a finite prime of $F$ which lies over a prime ideal of $A$, say $p^{*}$, and assume that $p^{*}$ splits completely in $H$. Let $\mathfrak{p}$ be a prime of $O^{\prime}$ lying above $P$. The index module at $P$, denoted $i(P)$, is used to keep track of whether or not the residue $\bar{a}$ generates the module $\phi\left(\mathbb{F}_{P}\right)$. It is defined by

$$
i(P)=\phi\left(\mathbb{F}_{P}\right) /(A \cdot\{\bar{a}\})
$$

where $A \cdot\{\bar{a}\}$ is the $A$-submodule of $\phi\left(\mathbb{F}_{P}\right)$ generated by the reduction of $a$ modulo $P,(\bar{a})$.
Notice that $\phi\left(\mathbb{F}_{P}\right)$ is generated by $\bar{a}$ if and only if $i(P)[q]=\{0\}$ for every prime $q$ of $A$.
Lemma 4.1.3. The $A$-module $\phi\left(\mathbb{F}_{P}\right)$ is cyclic if and only if $\phi[q] \subsetneq \phi\left(\mathbb{F}_{P}\right)$ for every $q \neq p^{*}$.
Proof. Suppose $\phi\left(\mathbb{F}_{P}\right)$ is cyclic, then it is isomorphic to $A / m$ for some ideal $m$. Since $\phi$ is rank 2 , for every $q$ except $q=p^{*}$, we have $\phi[q] \cong(A / q)^{2}$. Sufficiency follows.

Now, write $\phi\left(\mathbb{F}_{P}\right) \cong A / m_{1} \oplus A / m_{2}$ for $m_{1} \mid m_{2}$. If $q \mid m_{1}$ then $\phi[q] \subset \phi\left(\mathbb{F}_{P}\right)$, therefore $m_{1}=1$. The prime $p^{*}$ cannot divide $m_{1}$ since either $\phi\left[p^{*}\right]=A / p^{*}$ or $\phi\left[p^{*}\right]=0$. Necessity follows.

Lemma 4.1.4. We have that $\phi\left(\mathbb{F}_{P}\right)=A \cdot\{\bar{a}\}$ if and only if

1. $\phi[q] \subsetneq \phi\left(\mathbb{F}_{P}\right)$, for every prime $q$ of $A$ with $q \neq p^{*}$

$$
\text { 2. } \psi\left(\mathbb{F}_{\mathfrak{p}}\right)=O \cdot\{\bar{a}\}
$$

Proof. Combining Lemma 4.1.2 and Lemma 4.1.3, we see that if $A \cdot\{\bar{a}\}=\phi\left(\mathbb{F}_{P}\right)$ then both conclusions hold. Conversely by Lemma 4.1.3, we know that $\phi\left(\mathbb{F}_{P}\right)$ must be cyclic, and so we can apply Lemma 4.1.2 to finish.

Just as in the case of the Lang-Trotter condition,
Lemma 4.1.5. Let $q$ be a prime of $A$ with $q \neq p^{*}$. Then $\phi[q] \subset \phi\left(\mathbb{F}_{P}\right)$ if and only if $P$ splits completely in the field $K(\phi[q])$.

Proof. Let

$$
f(X)=\prod_{0 \neq s \in \phi[q]}(X-s)
$$

The polynomial $f$ is separable with coefficients in $K$, since $\phi_{b}(X)$ is a separable polynomial for $b \notin p^{*}$, and $0 \neq b \in q$ implies that $f$ divides $\phi_{b}$. So we see that $F(\phi[q])$ is the splitting field for $f$, and $\phi[q] \subset \phi\left(\mathbb{F}_{P}\right)$ if and only if $\bar{f}$ factors over $\mathbb{F}_{P}$. This is equivalent to the condition of $P$ splitting completely in $F(\phi[q])$ from principles in number theory.

For $q$ a prime of $A$, let $K_{q}=H(\phi[q])$.
Lemma 4.1.6. Suppose that $p^{*}$ splits completely in the field $H$. Let $q$ be a prime of $A$ with $q \neq p^{*}$, then $\phi[q] \subset \phi\left(\mathbb{F}_{P}\right)$ if and only if $P$ splits completely in the field $K_{q}$.

Proof. By Lemma 4.1.5, we just have to show that $P$ splits completely in $K(\phi[q])$ if and only if $P$ splits completely in the field $K_{q}$, under the given conditions. If $p^{*}$ splits completely in $H$ then $P$ splits completely in $H$. Also, we remark that $K_{q}=H * K(\phi[q])$. Thus, we have that $P$ splits completely in $K_{q}$ if and only if $P$ splits completely in $K(\phi[q])$ (see for example [8, Proposition 3.5.2]).

Proposition 4.1.4 (Modified Lang-Trotter). Let $P, \mathfrak{p}, p^{*}$, a be as above. Then $A \cdot \bar{a}=\phi\left(\mathbb{F}_{P}\right)$ if and only if $P$ does not split completely in any field $K_{\mathfrak{q}}^{a}$ or $K_{q}$, for $q, \mathfrak{q}$ prime ideals that do not divide $p^{*}$.

Just as in the CM-case for elliptic curves, we need only consider $K_{\mathfrak{a}}^{a}$ such that $\mathfrak{a}$ is only divisible by primes of first degree. Let $\mathfrak{q}$ be a prime ideal of $O$. Set $q=\mathfrak{q} \bigcap A$. We say $\mathfrak{q}$ is of first-degree if $[O / \mathfrak{q}: A / q]=1$.

Then for a square-free ideal $s$ of $A$, let $K_{s}=\prod_{q \mid s} K_{q}$. Similarly, for $\mathfrak{a}$ a square-free ideal of $O$ which is a product of first-degree primes of $O$, define $K_{\mathfrak{a}}^{a}=\prod_{\mathfrak{q} \mid \mathfrak{a}} K_{\mathfrak{q}}^{a}$. Then set
$K_{\mathfrak{a}, s}^{a}=K_{\mathfrak{a}}^{a} \cdot K_{s}$. Then if $P$ is a prime for which $p^{*}$ splits completely in $H, \mathbb{F}_{P}=A \cdot\{\bar{a}\}$ if and only if $P$ does not split completely in any $K_{\mathfrak{a}, s}^{a}$.

Now, assume that $A=\mathbb{F}_{r}[T]$, and $F=\mathbb{F}_{r}(T)$. In this situation a prime of $A$ will simply mean a monic irreducible polynomial. Let $\phi: A \rightarrow F\{\tau\}$ be a Drinfeld module of generic characteristic such that $\operatorname{End}(\phi)=A$. Let $a_{1}, \ldots, a_{t} \in F$ generate a free $A$-submodule of $F$, by Poonen's theorem [24, Theorem 1], we can take $t$ as large as we want. Let $\Gamma$ be the $A$-submodule generated by $a_{1}, \ldots, a_{t}$. Let $\Gamma_{P}$ be the reduction of $\Gamma$ modulo $P$ for primes $P$ such that $\phi$ has good reduction at $P$ and $v_{P}\left(P_{i}\right) \geq 0$ for each $i$.

We want to describe completely the situation that $\phi\left(\mathbb{F}_{P}\right) / \Gamma_{P}[q] \neq 0$. First of all, this condition implies that $\phi\left(\mathbb{F}_{P}[q]\right) \cong A / q$ or $(A / q)^{2}$. Secondly, there must exist $\alpha_{1}, \ldots, \alpha_{t} \in$ $\mathbb{F}_{P}$ with $\overline{\phi_{q}}\left(\alpha_{i}\right)=\overline{a_{i}}$.

Then we know that $\phi\left(\mathbb{F}_{P}\right) / \Gamma_{P}[q] \neq 0$ if and only if $\phi\left(\mathbb{F}_{P}\right)[q] \neq 0$ and there exists $\alpha_{i} \in \mathbb{F}_{P}$ such that $\overline{\phi_{q}}\left(\alpha_{i}\right)=\overline{a_{i}}$.

This leads us to define

$$
K_{q}^{\Gamma}=k\left(\phi[q], \alpha_{1}, \ldots, \alpha_{t}\right)
$$

where $\alpha_{i}$ is a root of $\phi_{q}(X)=P_{i}$.
Let $G_{q}=\operatorname{Gal}\left(K_{q}^{\Gamma} / F\right)$.
Proposition 4.1.5. The Galois group $G_{q}$ is isomorphic to a subset of $\mathrm{GL}_{2}\left(\mathbb{F}_{q}\right) \rtimes \phi[q]^{t}$. Let $\sigma_{P} \in G_{q}$ be the Frobenius corresponding to $P$, and write $\sigma_{P}=\left(\gamma_{P}, \xi_{P}\right)$. Then

$$
\phi\left(\mathbb{F}_{P}\right) / \Gamma_{P}[q] \neq 0,
$$

if and only if either

1. $\gamma_{P}=\operatorname{id}_{\phi[q]}$ and $\left\langle\left(\xi_{a_{1}}\right), \ldots,\left(\xi_{a_{t}}\right)\right\rangle$ generates a cyclic or trivial submodule of $\phi[q]$, or
2. $\operatorname{ker}\left(\gamma_{P}-1\right) \cong A / q$ and $\left(\xi_{a_{i}}\right) \in \operatorname{Im}\left(\gamma_{P}-1\right)$.

Denote the resulting conjugacy class by $\mathscr{C}_{q} \subset G_{q}$.
Let $s$ be a square-free monic polynomial in $A$, and let $K_{s}^{\Gamma}=\prod_{q \mid s} K_{q}^{\Gamma}, \quad G_{s}=\operatorname{Gal}\left(K_{s}^{\Gamma} / k\right)$, and $\mathscr{C}_{s}$ be the conjugacy class in $G_{s}$ determined by all $\mathscr{C}_{q}$ for $q \mid s$.

Then $\Gamma_{P}=\phi\left(\mathbb{F}_{P}\right)$ if and only if $\sigma_{P} \in G_{s}$ does not lie in $\mathscr{C}_{s}$ for any square-free $s$.

### 4.2 Basic discriminant overview

We will work from the following references:[8], [31].
We recall the machinery of the different, for more details see [8, Chapter 3, Section 6]. Let $(L, v)$ and $\left(L^{\prime}, w\right)$ be two complete fields with discrete valuations $v, w$ such that $L^{\prime}$ is a finite separable extension of $L$. Set

$$
\begin{aligned}
O_{L^{\prime}} & =\left\{x \in L^{\prime} \mid w(x) \geq 0\right\} \\
R_{L^{\prime}} & =\left\{x \in L^{\prime} \mid w(x)>0\right\}
\end{aligned}
$$

and let $\beta_{L^{\prime}}$ be a generating element for the principal ideal $R_{L^{\prime}}$. The complementary module $O_{L^{\prime} / L}^{\prime}$ of $O_{L^{\prime}}$ over $L$ is defined by

$$
O_{L^{\prime} / L}^{\prime}=\left\{x \in L^{\prime} \mid \operatorname{trace}_{L^{\prime} / L}\left(x O_{L^{\prime}}\right) \subset O_{L}\right\}
$$

where trace takes fractional ideals of $L^{\prime}$ to fractional ideals of $L$.
The complementary module $O_{L^{\prime} / L}^{\prime}$ contains $O_{L^{\prime}}$ and is a fractional ideal of $O_{L^{\prime}}$, so $O_{L^{\prime} / L}^{\prime}=\beta_{L^{\prime}}^{-d_{L^{\prime} / L}} O_{L^{\prime}}$ for some non-negative exponent $d_{L^{\prime} / L}$, called the different exponent. Note that $d_{L^{\prime} / L}>0$ if and only if $L^{\prime} / L$ is a ramified extension.

If we know that $\operatorname{trace}_{L^{\prime} / L}\left(\beta_{L^{\prime}}^{-m} O_{L^{\prime}}\right) \subsetneq O_{L}$ for some non-negative integer $m$, then $d_{L^{\prime} / L} \leq$ $m$. Likewise, if $\operatorname{trace}_{L^{\prime} / L}\left(\beta_{L^{\prime}}^{-m} O_{L^{\prime}}\right) \subset O_{L}$, then $d_{L^{\prime} / L} \geq m$.

For our purposes, consider $L^{\prime} / L$ a finite, separable extension of global function fields. Let $\mathfrak{P}$ be a prime of $L^{\prime}$, lying over a prime $P$ of $L$. Set $\left(\hat{L}^{\prime}, v_{\mathfrak{F}}\right),\left(\hat{L}, v_{P}\right)$ to be the completions of $L, K$ at $\mathfrak{P}$ and $P$, respectively. Let $d_{L^{\prime} / L}(\mathfrak{P})$ be the different exponent of $\hat{L} / \hat{K}$.

The different of the extension $L^{\prime} / L$ is a divisor of $L^{\prime}$, denoted $\operatorname{Diff}\left(L^{\prime} / L\right)$, defined by

$$
\operatorname{Diff}\left(L^{\prime} / L\right)=\sum_{\mathfrak{P}} d_{L^{\prime} / L}(\mathfrak{P}) \cdot \mathfrak{P}
$$

The degree of the different appears in the Riemann-Hurwitz formula [27, Theorem 7.16] to determine the genus of $L^{\prime}$ in terms of the genus of $L$. The genera of $L^{\prime}$ and $L$ both appear in an effective Chebotarev density theorem for $L^{\prime} / L$. Thus, we must compute the different of various fields. More specifically for fields $L^{\prime}$ over some fixed field $L$, we must determine a bound for $\operatorname{deg} \operatorname{Diff}\left(L^{\prime} / L\right) /\left[L^{\prime}: L\right]$.

The different is additive over towers of extensions. That is, let $L \subset M \subset N$ be a tower of function fields. Then $\operatorname{Diff}(N / L)=\operatorname{Diff}(N / M)+\operatorname{Diff}(M / L)$ where the second
summand is the appropriate divisor of $N$. Now, the degree of $\operatorname{Diff}(M / L)$ as a divisor of $N$ is not necessarily the same as the degree of $\operatorname{Diff}(M / L)$ as a divisor of $M$. Assume that the constant fields of $N, M, L$ are all equal to $\mathbb{F}_{r}$. Then $\operatorname{deg}_{N} \operatorname{Diff}(M / L)=[N$ : $M] \operatorname{deg}_{M} \operatorname{Diff}(N / M)$, so that

$$
\frac{\operatorname{deg} \operatorname{Diff}(M / L)}{[N: L]}=\frac{\operatorname{deg} \operatorname{Diff}(N / M)}{[N: M]}+\frac{\operatorname{deg} \operatorname{Diff}(M / L)}{[M: L]} .
$$

The different exponent of tamely ramified primes are also very predictable. That is if $\mathfrak{P}$ is a prime of $L^{\prime}$, with ramification degree $e_{\mathfrak{P}}$ coprime to $p$, the characteristic of $N$, then $d_{L^{\prime} / L}(\mathfrak{P})=e_{\mathfrak{P}}-1$. If $\mathfrak{P}$ is wildly ramified, then we have $d_{L^{\prime} / L}(\mathfrak{P}) \geq e_{\mathfrak{P}}-1$.

### 4.3 All discriminant results

We begin with the results of Gardeyn[9].
To find out the (possibly wild) ramification over various primes, we must complete at the primes in question, then use Drinfeld's analytization results.

This section is from [9, Propositions 4 and 6]. Here we set $A=\mathbb{F}_{r}[T], F=\mathbb{F}_{r}(T)$ and $K$ to be a finite extension of $F$. The map $\phi: A \rightarrow K\{\tau\}$ is a Drinfeld module of rank $d$.

For a place $v$ of $K$, let $K_{v}$ be the completion of $K$ at $v$ and $O_{v}$ the ring of integers of $K_{v}$ with residue field $F_{v}$. Let $G_{K}=\operatorname{Gal}\left(K^{\text {sep }} / K\right), G_{v}=\operatorname{Gal}\left(K_{v}^{\text {sep }} s / K_{v}\right) \subset G_{F}$ and $I_{v}$ be the inertia group at $v$. Let $C_{v}$ be the completion of the algebraic closure of $K_{v}$, with $v$ extended in the usual way. The place $v$ is called infinite if it lies over $\infty$.

Theorem 4.3.1 ([10], Theorem 4.6.9). For an infinite place $v$ of $K$, there exists an entire $C_{v}$-homomorphism $e_{v}^{\phi}: C_{v} \rightarrow C_{v}$ defined over $K_{v}$ such that

$$
e_{v}^{\phi}(a x)=\phi_{a}\left(e_{v}^{\phi}(x)\right)
$$

for all $a \in A$ and $x \in C_{v}$. The kernel of $e_{v}^{\phi}, \Lambda_{v}$, is an $A$-lattice which is $G_{v}$-invariant in $C_{v}$ of rank d.

Theorem 4.3.2 ([6], Proposition 7.2). Let $P$ be a prime of $K$ such that the reduction of $\phi$ $\bmod P$ is rank $\bar{d}$. Then there exists an entire homomorphism $e_{P}^{\phi}: C_{P} \rightarrow C_{P}$ and a Drinfeld module $\psi$ of rank $\bar{d}$ which has good reduction at $P$ such that

$$
e_{P}^{\phi}\left(\psi_{a}(x)\right)=\phi_{a}\left(e_{P}^{\phi}(x)\right)
$$

Let $\Lambda_{P}=\operatorname{ker}\left(e_{P}^{\phi}\right)\left(C_{P}\right)$. Then $\Lambda_{P}$ is a $G_{P}$-invariant $A$-lattice of rank $d-\bar{d}$.
Also, recall the following:

$$
v_{P}\left(\psi_{a}(\lambda)\right)=|a|_{\infty}^{\bar{d}} v_{P}(\lambda)
$$

and $v_{P}(\lambda)<0$ for all $\lambda \neq 0, \lambda \in \Lambda_{P}$, where $|a|_{\infty}=\left(\# F_{v}\right)^{-v_{\infty}(a)}$.
Let us therefore define a norm on $\Lambda_{v}$ such that

$$
\|a \cdot \lambda\|_{v}=|a|_{\infty}\|\lambda\|_{v} .
$$

For $v$ a finite place, choose $\|\cdot\|_{v}=(-v(\cdot))^{1 / \bar{d}}$ and for $v$ an infinite place, choose the unique extension to $C_{\bar{\infty}}$ of $|\cdot|_{\infty}$.

Let $n$ be the rank of $\Lambda_{v}$ and $K_{v}^{\Lambda}$ be the field extension of $K_{v}$ by $\Lambda_{v}$.
Let

$$
B_{\kappa}=\left\{\lambda \in \Lambda_{v}:\|\lambda\| \leq \kappa\right\},
$$

for $\kappa \in \mathbb{R}$. Notice that $B_{\kappa}$ is a finite set. Let $v_{i}$ be the minimum $\kappa$ such that $B_{\kappa}$ contains $i$ elements linearly independent over $k$. Notice that $v_{1} \leq v_{2} \leq \cdots \leq v_{n}$.

We say that a basis $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ is minimal if $\left\|\lambda_{i}\right\|=v_{i}$ for each $i$. We have the following equality for $\left(a_{i}\right) \in A^{n}$ :

$$
\left\|\sum_{i=1}^{n} a_{i} \cdot \lambda_{i}\right\|_{v}=\max _{1 \leq i \leq n}\left\{\left\|a_{i} \cdot \lambda_{i}\right\|_{v}\right\}
$$

Following [34], suppose that we have a strict inequality above.
Then there exists $s>1$ such that

$$
\left\|a_{i_{1}} \lambda_{i_{1}}\right\|=\cdots=\left\|a_{i_{s}} \lambda_{i_{s}}\right\|=\left\|\sum_{i=1}^{n} a_{i} \cdot \lambda_{i}\right\|_{v}
$$

Then

$$
\left\|\sum_{j=1}^{s} a_{i_{j}} \lambda_{i_{j}}\right\|<\left\|a_{i_{s}} \lambda_{i_{s}}\right\|
$$

which follows since we may remove any $a_{i} \lambda_{i}$ from the sum if $\left\|a_{i} \lambda_{i}\right\|<\left\|a_{i_{s}} \lambda_{i_{s}}\right\|$. But now,

$$
\left\|\sum_{j=1}^{s} \frac{a_{i_{j}}}{a_{i_{s}}} \lambda_{i_{j}}\right\|<v_{i_{s}} .
$$

By choosing a minimal basis, $\operatorname{deg} a_{i_{j}} \geq \operatorname{deg} a_{i_{s}}$ for all $j$, so that for $1 \leq j<s-1$ we can write $a_{i_{j}} / a_{i_{s}}=b_{j}+c_{j}$ where $b_{j} \in A$ and $\left|c_{j}\right|<1$. Thus,

$$
\left\|\sum_{j=1}^{s-1} b_{j} \lambda_{i_{j}}+\lambda_{i_{s}}\right\|<v_{i_{s}},
$$

hence our assumption that $s>1$ is false. Hence there is a unique subscript for which $\left\|a_{i} \lambda_{i}\right\|$ is maximal, and the equality follows from the ultrametric property.

Proposition 4.3.1 ([9], Proposition 4). 1. The degree of the field extension $K_{v}^{\Lambda} / K_{v}$ is bounded by $g_{v}$, which we define to be

$$
g_{v}:=\# \mathrm{GL}_{n}\left(\mathbb{F}_{r}\right) \prod_{i=1}^{n} \prod_{u=1}^{i} \frac{v_{i}}{v_{u}}
$$

2. The different $D\left(K_{v}^{\Lambda} / K_{v}\right)$ is bounded by: $\operatorname{ord}_{v}\left(D\left(K_{v}(\Lambda) / K_{v}\right)\right) \leq 1+D_{v}^{\Lambda}$, defined by

$$
D_{v}^{\Lambda}:=2 \sum_{i=1}^{n}\left(r^{i-1} v\left(\frac{\lambda_{1}}{\lambda_{i}}\right) \prod_{u=1}^{i} \frac{v_{i}}{v_{u}}\right) .
$$

Proof of 1. Set $G_{\Lambda}:=\operatorname{Gal}\left(K_{v}^{\Lambda} / K_{v}\right)$. Since $\Lambda_{v}$ is a discrete subset of $C_{v}$, the orbit under $G_{v}$ of any basis of $\Lambda_{v}$ is a finite set. Hence $G_{v}=\left[K_{v}^{\Lambda}: K_{v}\right]$ is finite. We obtain a representation of $G_{v}$ by letting it act on $\Lambda_{v}$ :

$$
\rho_{\Lambda}: G_{v} \rightarrow \operatorname{Aut}_{A}\left(\Lambda_{v}\right) \cong \operatorname{GL}_{n}(A)
$$

Fix a minimal basis $\left(\lambda_{i}\right)$ for $\Lambda_{v}$. Let $v^{1}<v^{2}<\cdots<v^{s}$ be the distinct values of $v_{1}, \ldots, v_{n}$. Suppose that $v^{1}$ appears with multiplicity $m_{1}, v^{2}$ with multiplicity $m_{2}$ and so on. For $i \leq n$, let $j(i)$ be the unique index such that $v^{j(i)}=v_{i}$. Also, for each $\sigma \in G_{\Lambda}$ and $1 \leq i \leq n$ write

$$
\sigma\left(\lambda_{i}\right)=\sum_{1 \leq u \leq n} \sigma_{i, u} \lambda_{u}
$$

with $\left(\sigma_{i, u}\right)_{u} \in A^{n}$. By the properties of minimal bases,

$$
v_{i}=\left\|\sigma\left(\lambda_{i}\right)\right\|=\max _{1 \leq u \leq n}\left\{\left|\sigma_{i, u}\right| v_{u}\right\} .
$$

This implies that $\sigma_{i, u}=0$ if $j(u)>j(i)$ and $\sigma_{i, u} \in \mathbb{F}_{r}$ if $j(i)=j(u)$. Let

$$
\Lambda^{j}=\underset{\substack{i=1 \\ j(i) \leq j}}{n} A \cdot \lambda_{i} \text { and } \Lambda_{j}=\Lambda^{j} / \Lambda^{j-1}
$$

are $G_{v}$-invariant. Further, the image of the representation

$$
\rho_{j}: G_{v} \rightarrow \operatorname{Aut}_{A}\left(\Lambda_{j}\right),
$$

is isomorphic to a subgroup of $\mathrm{GL}_{m_{j}}\left(\mathbb{F}_{r}\right)$.
Let $H_{\Lambda}$ be a $p$-Sylow subgroup of $G_{\Lambda}$ (where $r$ is a power of $p$ ), and let $K_{v}^{1}$ be the sub-field of $K_{v}^{\Lambda}$ fixed by $H_{\Lambda}$. We can see that the maximal divisor which is prime to $p$ of the order of a finite index subgroup of $\# \mathrm{GL}_{n}(A)$ is $\prod_{i=1}^{n}\left(q^{i}-1\right)$. Thus,

$$
\left[K_{v}^{1}: K_{v}\right] \leq \prod_{i=1}^{n}\left(q^{i}-1\right)
$$

Now let us construct a minimal basis which behaves very nicely with respect to our representations $\rho_{j}$ when restricted to $H_{\Lambda}$. Since $H_{\Lambda}$ is a $p$-group and $\rho_{j}\left(H_{\Lambda}\right) \subset \mathrm{GL}_{m_{j}}\left(\mathbb{F}_{r}\right)$, we know that $\rho_{j}\left(H_{\Lambda}\right)$ is a unipotent subgroup. Therefore, there exists change of basis matrices $\gamma_{j} \in \mathrm{GL}_{m_{j}}\left(\mathbb{F}_{r}\right)$ for which $\rho_{j}\left(H_{\Lambda}\right)$ is upper-triangular. Now set

$$
\left(\lambda_{1}^{\prime}, \ldots, \lambda_{n}^{\prime}\right)=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \cdot\left(\gamma_{1} \oplus \cdots \oplus \gamma_{s}\right)
$$

which is a new minimal basis.
For each $1 \leq i \leq n$ set

$$
K_{v}^{i}=K_{v}^{1}\left(\lambda_{1}^{\prime}, \ldots, \lambda_{i}^{\prime}\right),
$$

and notice that $\lambda_{1}^{\prime} \in K_{v}^{1}$ (since it is fixed by $H_{\Lambda}$ ). Hence, the ramification degree of $\lambda_{1}^{\prime}$ must be coprime to $p$. This means that the ramification degree of $\lambda_{1}$ must also be coprime to $p$ (they have the same valuation) and hence $\lambda_{1} \in K_{v}^{1}$.

Now, we have a tower of Galois extensions

$$
K_{v}^{1} \subset K_{v}^{2} \subset \cdots \subset K_{v}^{n}=K_{v}^{\Lambda}
$$

such that $\operatorname{Gal}\left(K_{v}^{n} / K_{v}^{1}\right)=H_{\Lambda}$. For each $i>1$ and $\sigma \in \operatorname{Gal}\left(K_{v}^{i} / K_{v}^{i-1}\right)$ we can write
$\sigma\left(\lambda_{i}^{\prime}\right)=\sum_{1<u \leq i} \sigma_{i, u} \cdot \lambda_{u}^{\prime}$ with $\sigma_{i, u} \in A$. Further, we have that $\sigma_{i, u}=0$ if $u>i$ and $\sigma_{i, i}=1$. Thus, we have $\left|\sigma_{i, u}\right| \leq \frac{v_{i}}{v_{u}}$ for $u<i$.

The number of choices for $\sigma_{i, u}$ is at most $r \cdot v_{i} / v_{u}$. Thus

$$
\left[K_{v}^{i}: K_{v}^{i-1}\right] \leq r^{i-1} \prod_{u=1}^{i} v_{i} / v_{u}
$$

Combining this with the bound for $\left[K_{v}^{1}: K_{v}\right]$ and the size of $\# \mathrm{GL}_{n}\left(\mathbb{F}_{r}\right)$ gives the required bound.

Proof of 2. Let $L_{v}:=K_{v}^{n r}$ be the maximal unramified extension of $K_{v}$ in $K_{v}^{\text {sep }}$. Set $L_{v}^{i}=$ $L_{v} K_{v}^{i}$ with ring of integers $U_{v}^{i}$. Set $I^{i}=\operatorname{Gal}\left(L_{v}^{i} / L_{v}^{i-1}\right)$. Finally, set $L_{v}^{\Lambda}=K_{v}^{\Lambda} L_{v}$. By [31], we have $D\left(L_{v}^{\Lambda} / L_{v}\right)=D\left(K_{v}^{\Lambda} / K_{v}\right)$. Further, since $L_{v}^{1} / L_{v}$ is tamely ramified $\operatorname{ord}_{v}\left(D\left(L_{v}^{1} / L_{v}\right)\right)<$ 1.

For $i \geq 2$, let $\pi_{i}=\lambda_{1}^{\prime} / \lambda_{i}^{\prime} \in U_{v}^{i}$. Since $U_{v}^{i-1}\left[\pi_{i}\right]$ is an order in $U_{v}^{i}$, we have

$$
D\left(L_{v}^{i} / L_{v}^{i-1}\right) \mid \prod_{1 \neq \sigma \in I^{i}}\left(\sigma\left(\pi_{i}\right)-\pi_{i}\right) .
$$

Notice that $\left\|\lambda_{1}^{\prime}\right\| \leq\left\|\sigma\left(\lambda_{i}^{\prime}\right)-\lambda_{i}^{\prime}\right\|$ for $\sigma \in I^{i} \backslash\{1\}$, by definition of a minimal basis. In other words, $v\left(\lambda_{1}^{\prime}\right) \geq v\left(\sigma\left(\lambda_{i}^{\prime}\right)-\lambda_{i}^{\prime}\right)$. Thus,

$$
v\left(\sigma\left(\pi_{i}\right)-\pi_{i}\right) \leq 2 v\left(\pi_{i}\right)=2\left(v\left(\lambda_{1}^{\prime}\right)-v\left(\lambda_{i}^{\prime}\right)\right)=2\left(v\left(\lambda_{1}\right)-v\left(\lambda_{i}\right)\right) .
$$

So we get

$$
\operatorname{ord}_{v} D\left(L_{v}^{i} / L_{v}^{i-1}\right) \leq \sum_{1 \neq \sigma \in I^{i}} v\left(\sigma\left(\pi_{i}\right)-\pi_{i}\right) \leq 2 \# I^{i} v\left(\lambda_{1} / \lambda_{i}\right)
$$

From the proof of 1 , we know that $\# I^{i} \leq r^{i-1} \prod_{u=1}^{i} v_{i} / v_{u}$. Thus,

$$
\operatorname{ord}_{v}\left(D\left(L_{v}^{i} / L_{v}^{i-1}\right)\right) \leq 2 r^{i-1} v\left(\lambda_{1} / \lambda_{i}\right) \prod_{u=1}^{i} v_{i} / v_{u}
$$

Since, by [31, Chapter III, Section 4, Proposition 8] we know that

$$
D\left(L_{v}^{\Lambda} / L_{v}\right)=\prod_{i=1}^{n} D\left(L_{v}^{i} / L_{v}^{i-1}\right)
$$

the result follows.
Definition 4.3.1. For $\phi$ a rank d Drinfeld module over $A$ define a divisor $\Delta_{\phi}$ of $K$ as follows.

1. If $v$ lies above $\infty$ then set $\operatorname{ord}_{v}\left(\Delta_{\phi}\right)=1+D_{v}^{\Lambda}$ where $\Lambda$ is the kernel of $e_{v}^{\phi}$ as defined previously.
2. If $v$ is a finite place of $F$ such that $\phi$ has good reduction, set $\operatorname{ord}_{v}\left(\Delta_{\phi}\right)=0$. If $\phi$ has potential good reduction over an tamely ramified extension of $K$, set $\operatorname{ord}_{v}\left(\Delta_{\phi}\right)=1$.
3. If $v$ is finite and $\phi$ has stable reduction over a tamely ramified extension $K_{v}^{\prime} / K_{v}$ : let $\Lambda_{v}$ be the $A$-lattice of rank $d-\bar{d}$ associated to $e_{v}^{\phi}$ with minimal basis $\left(\lambda_{1}, \ldots, \lambda_{d-\bar{d}}\right)$, set

$$
\operatorname{ord}_{v}\left(\Delta_{\phi}\right)=1+D_{p}^{\Lambda}+2 \sum_{j=1}^{d-\bar{d}}\left(-v\left(\lambda_{j}\right)\right) .
$$

Denote by $[a]$ the divisor of $K$ corresponding to the finite part of the divisor (a).
Proposition 4.3.2 ([9], Proposition 6). Let a be a non-constant element of $A$. Then

$$
D(K(\phi[a]), K) \leq r[a]+\Delta_{\phi}
$$

as divisors of $K(\phi[a])$.
Proof. We split the proof according to the three cases of the above definition.
For $v$ an infinite place, we see that

$$
\phi[a]=e_{v}^{\phi}\left(a^{-1} \Lambda_{v}\right),
$$

thus $K_{v}(\phi[q]) \subset K_{v}^{\Lambda}$. Thus, this part follows from the previous proposition and the definition of $\Delta_{\phi}$.

For $v$ a finite place of good reduction, let $0 \neq s \in \phi[a]$. The minimal polynomial of $s$, denoted by $f_{s}$, divides $\phi_{a}$ and so

$$
v\left(\partial f_{s}(s)\right) \leq v_{p}\left(\partial \phi_{a}\right)=\operatorname{ord}_{v}(a)
$$

Thus, we have that $\operatorname{ord}_{v}(D(K(s) / K)) \leq v\left(\partial f_{s}(s)\right)=\operatorname{ord}_{v}(a)$. Since we need to adjoin $d$ such roots, linearly independent over $A$, we obtain

$$
\operatorname{ord}_{v} D(K(\phi[a]) / K) \leq r \operatorname{ord}_{v}(a)
$$

If $\phi$ has potential good reduction at $v^{\prime}$ over $F_{v}^{\prime} / F_{v}$, then the argument above gives us that

$$
\operatorname{ord}_{v}\left(D\left(K_{v}^{\prime}(\phi[a]) / K_{v}^{\prime}\right)\right) \leq r \operatorname{ord}_{p}(a),
$$

and [31, Chapter III, Section 6, Proposition 13] gives us that $\operatorname{ord}_{p}\left(D\left(K_{v}^{\prime} / K_{v}\right)\right)<1$. Combining gives the result in this case.

Finally, suppose that $v$ is a finite place of potential stable reduction, over $K_{v}^{\prime}$. Then the corresponding rank $\bar{d}$ Drinfeld module $\psi$ has good reduction over $K_{v}^{\prime}$. Set

$$
K_{v}^{0}=K_{v}^{\prime}\left(\Lambda_{v}, \psi[a]\right),
$$

and so $\operatorname{ord}_{p}\left(D\left(K_{v}^{0} / K_{v}\right)\right) \leq \bar{r} \operatorname{ord}_{v}(a)+1+D_{v}^{\Lambda}$.
Fix a minimal basis $\lambda_{1}, \ldots, \lambda_{d-\bar{d}}$ for $\Lambda_{v}$. For each $1 \leq j \leq d-\bar{d}$, choose a root $s_{j}$ of the equation $\psi_{a}(X)=\lambda_{j}$. Each conjugate $\sigma\left(s_{j}\right)$ over $K_{v}^{0}$ lies in the set $s_{j}+\psi[a]$. Thus $K_{v}^{0}\left(s_{j}\right) / K_{v}^{0}$ is Galois and let the inertia group be $I^{j}=\operatorname{Gal}\left(L_{v}\left(s_{j}\right) / L_{v}\right)$, where $L_{v}$ is the maximal unramified extension of $K_{v}^{0}$. Set $U_{v}$ (resp. $U_{v}^{i}$ ) to be the ring of integers of $L_{v}$ (resp. $L_{v}^{i}$ ).

Since $\sigma\left(s_{j}\right)-s_{j} \in \psi[a]$, we have

$$
\prod_{1 \neq \sigma \in I^{j}}\left(\sigma\left(s_{j}\right)-s_{j}\right) \mid \partial \psi_{a}
$$

and so

$$
\sum_{1 \neq \sigma \in I^{j}} v\left(\sigma\left(s_{j}\right)-s_{j}\right) \leq \operatorname{ord}_{v}(a)
$$

Since $v\left(s_{j}\right)+q^{-\bar{d} \operatorname{deg} a} v\left(\lambda_{j}\right)<0$, we have that $\pi_{j}=s_{j}^{-1} \in U_{v}^{j}$ and $\# I^{j} \leq r^{\bar{d} \operatorname{deg} a}$. Since $U_{p}\left[\pi_{j}\right]$ is a rank $\left[L_{p}\left(s_{j}\right): L_{p}\right] U_{v}$ module, we obtain

$$
\operatorname{ord}_{p}\left(D\left(K_{v}^{0}\left(s_{j}\right) / K_{v}^{0}\right)\right)=\operatorname{ord}_{v}\left(D\left(L_{v}\left(s_{j}\right) / L_{v}\right)\right) \leq \sum_{1 \neq \sigma \in I^{j}} v\left(\sigma\left(\pi_{j}\right)-\pi_{j}\right)
$$

But, we know that $v\left(\sigma\left(\pi_{j}\right)-\pi_{j}\right) \leq v\left(\sigma\left(s_{j}\right)-s_{j}\right)-2 v\left(s_{j}\right)$, so

$$
\sum_{1 \neq \sigma \in I^{j}} v\left(\sigma\left(\pi_{j}\right)-\pi_{j}\right) \leq \operatorname{ord}_{v} a-2 \# I^{j} v\left(s_{j}\right) \leq \operatorname{ord}_{v}(a)_{2} v\left(\lambda_{j}\right)
$$

Noticing that $K_{v}^{0}\left(\psi_{a}^{-1}\left(\Lambda_{v}\right)\right)$ is obtained by adjoining $s_{1}, \ldots, s_{d-\bar{d}}$ and $\phi[a]=e_{v}^{\phi}\left(\psi_{a}^{-1}\left(\Lambda_{v}\right)\right)$ we obtain

$$
\operatorname{ord}_{v}\left(D\left(K_{v}(\phi[a])\right) / K_{v}^{0}\right) \leq(d-\bar{d}) \operatorname{ord}_{v}(a)-2 \sum_{j} v\left(\lambda_{j}\right)
$$

which proves the proposition by [31, Chapter III, Section 6, Proposition 13].
This completes our review of the main result of Gardeyn in [9]. We must continue along these lines if we want to determine the different of $K_{s}^{\Gamma}$. From now on, we only consider $K=F=\mathbb{F}_{r}(T)$. The different of $K_{s}^{\Gamma} / K$ will be denoted $D(s, \Gamma):=D\left(K_{s}^{\Gamma} / K\right)$.

We again need to separate the classes of valuations of $K_{s}^{\Gamma}=K\left(s^{-1} \Gamma, \phi[s]\right)$. Let us briefly consider the possibilities.

Lemma 4.3.1. Let $P$ be a non-torsion point and $v$ any place of $K$. Let $Y_{0}$ be a particular solution to $e_{v}^{\phi}(X)=P$. Then there exists a constant $N_{0}$, depending on $\phi, P$, such that if $v$ lies over $\infty$

$$
\operatorname{ord}_{v} D\left(K_{v}\left(\Lambda_{v}, Y_{0}\right) / K_{v}\left(\Lambda_{v}\right)\right) \leq N_{0}
$$

and if $v$ is a finite place of bad reduction, then

$$
\operatorname{ord}_{v} D\left(K_{v}\left(\Lambda_{v}, Y_{0}, \phi[a]\right) / K_{v}\left(\Lambda_{v}, \phi[a]\right)\right) \leq N_{0}
$$

Proof. In both cases, we examine the Newton polygon of the function $e_{v}^{\phi}(X)-P$. The function $e_{v}^{\phi}$ is entire, thus so is the function $e_{v}^{\phi}-P$. By considering the different of each of the finitely many extensions considered above, each of which is finite, we get an upper bound for the different as required. An exact bound depends upon $P$ and the coefficients of $e_{v}^{\phi}$.

If $v$ lies above $\infty$, then we will proceed similar to [18].
Definition 4.3.2. We will define a divisor of $K$, denoted $\Delta_{\alpha, \phi}$ in the following way, by defining $\operatorname{ord}_{v}\left(\Delta_{\Gamma, \phi}\right)$ depending on $v$ and $\Gamma$, where $\Gamma$ is freely generated over $A$ by $t$ elements.

1. $v$ is a place of $K$ which lies above $\infty$. Let $\operatorname{ord}_{v}\left(\Delta_{\Gamma, \phi}\right)=t \cdot N_{0}$
2. $v$ is a place of $K$ for which $v(\Gamma) \geq 0$ and $\phi$ has good reduction at $v$. Then set $\operatorname{ord}_{v}\left(\Delta_{\Gamma, \phi}\right)=0$.
3. $v$ is a place of $K$ for which either $v(\alpha)<0$ for some $\alpha \in \Gamma$ or $\phi$ has potential good reduction at $v$. Then set $\operatorname{ord}_{v}\left(\Delta_{\Gamma, \phi}\right)=1$.
4. $v$ is a place of $K_{s}^{\Gamma}$ where $\phi$ has bad reduction, then set $\operatorname{ord}_{v}\left(\Delta_{\Gamma, \phi}\right)=t \cdot N_{0}+1$.

Theorem 4.3.3. The different of $K_{s}^{\Gamma}$ over $K$, denoted by $D(s, \Gamma)$ satisfies

$$
D(s, \Gamma) \leq \Delta_{\phi}+\Delta_{\phi, \Gamma}+d \cdot[s]+t \cdot[s] .
$$

Thus the degree of the above divisor, denoted by $d(s, \Gamma)$ satisfies

$$
d(s, \Gamma) / n(s, \Gamma) \ll(t+d) \cdot \operatorname{deg} s
$$

where $n(s, \Gamma)=\left[K_{s}^{\Gamma}: K\right]$.
Proof. By [31, Chapter III, Section 4, Proposition 8], the first part follows by the work of Gardeyn as well as the definition of $\Delta_{\Gamma, \phi}$. The second part follows by taking degrees and noticing that the only part on the right hand side that depends on $s$ is $(t+d)[s]$.

Now, let us review the case in which $\phi$ has rank 2 with complex multiplication by $\psi$. We want to determine the different of the fields $K_{\mathfrak{a}, s}^{a}$ over $H$. We will give an overview of different results contained in [18], as well as slight adaptations needed for our case. This includes (sometimes wild) ramification at finite primes as well as at the infinite primes.

### 4.4 Kummer theory of Hsu and Yu

In this section $a \in K \cap O^{\prime}$ is a fixed non-torsion element. We examine the Kummer extensions related to $\mathfrak{q t h}$ roots of $a$.

Lemma 4.4.1 ([18], Theorem 2.6, part (1)). Let $\mathfrak{a}, \mathfrak{b}$ be ideals of $O$ with $\mathfrak{a}$ square free and $\mathfrak{a} \mid$ $\mathfrak{b}$. Then $\operatorname{Gal}\left(H\left(\psi[\mathfrak{b}], \mathfrak{a}^{-1} a\right) / H(\psi[\mathfrak{b}])\right)$ is an $O$-submodule of $\operatorname{Gal}\left(H\left(\psi[\mathfrak{a}], \mathfrak{a}^{-1} a\right) / H(\psi[\mathfrak{a}])\right)$.

Proof. As in [18], the group $\operatorname{Gal}(H(\psi[\mathfrak{b}]) / H)$ acts on $\operatorname{Gal}\left(H\left(\psi[\mathfrak{b}], \mathfrak{a}^{-1} a\right) / H(\psi[\mathfrak{b}])\right)$ by conjugation. We want to extend the action of

$$
\operatorname{Gal}(H(\psi[\mathfrak{b}]) / H) \cong(O / \mathfrak{b})^{\times}
$$

to turn

$$
\operatorname{Gal}\left(H\left(\psi[\mathfrak{b}], \mathfrak{a}^{-1} a\right) / H(\psi[\mathfrak{b}])\right)
$$

into an $O$-module. This is a consequence of an approximation lemma in [31].
Lemma 4.4.2 ([18], Theorem 2.6, part (1)). Let $\mathfrak{q}$ be a prime ideal of $O$ of first degree. Let $\mathfrak{b}$ be an ideal of $O$ with $\mathfrak{q}$ dividing $\mathfrak{b}$. Then

$$
\left[H\left(\psi[\mathfrak{b}], \mathfrak{p}^{-1} a\right): H(\psi[\mathfrak{b}])\right]=\left[H\left(\psi[\mathfrak{p}], \mathfrak{p}^{-1} a\right): H(\psi[\mathfrak{p}])\right]
$$

Proof. If $H\left(\psi[\mathfrak{p}], \mathfrak{p}^{-1} a\right)=H(\psi[\mathfrak{p}])$, then the lemma follows. Therefore, assume that

$$
\operatorname{Gal}\left(H\left(\psi[\mathfrak{p}], \mathfrak{p}^{-1} a\right) / H(\psi[\mathfrak{p}])\right) \cong O / \mathfrak{p}
$$

By Lemma 4.4.1, we know that $\operatorname{Gal}\left(H\left(\psi\left[\mathfrak{b}, \mathfrak{p}^{-1} a\right) / H(\psi[\mathfrak{b}])\right)\right.$ is either the trivial $O$-module, or isomorphic to $O / \mathfrak{p}$. But if the Galois group is trivial then $\mathfrak{p}^{-1} a \in H(\psi[\mathfrak{b}])$. Therefore, the non-abelian extension $H\left(\psi[\mathfrak{p}], \mathfrak{p}^{-1} a\right) / H$ is contained in the abelian extension $H(\psi[\mathfrak{b}]) / H$. Therefore, we must have that $\mathfrak{p}^{-1} a \notin H(\psi[\mathfrak{b}])$.

Lemma 4.4.3 ([18], Theorem 2.6, part (3)). Let $\mathfrak{a}$ be a square free ideal of $O$ only divisible by primes of first degree, and $\mathfrak{b}$ be an ideal of $O$ such that $\mathfrak{a}$ divides $\mathfrak{b}$. Then

$$
\left[H\left(\psi[\mathfrak{b}], \mathfrak{a}^{-1} a\right): H(\psi[\mathfrak{b}])\right]=\left[H\left(\psi[\mathfrak{a}], \mathfrak{a}^{-1} a\right): H(\psi[\mathfrak{a}])\right]
$$

Proof. We know that

$$
M:=\operatorname{Gal}\left(H\left(\psi[\mathfrak{b}], \mathfrak{a}^{-1} a\right) / H(\psi[\mathfrak{b}])\right)
$$

is a submodule of

$$
N:=\operatorname{Gal}\left(K_{\mathfrak{a}} / H(\psi[\mathfrak{a}])\right)
$$

Let $\mathfrak{p}$ be a prime of $O$ such that $\mathfrak{p} \mid \mathfrak{a}$. We can consider the projections $M_{\mathfrak{p}}$ (resp. $N_{\mathfrak{p}}$ ) of $M$ (resp. $N$ ) onto the $\mathfrak{p}$-primary part. Clearly, we have that $M_{\mathfrak{p}} \subset N_{\mathfrak{p}}$. We need to eliminate the possibility that $\{0\}=M_{\mathfrak{p}} \neq N_{\mathfrak{p}}$. Consulting [18, Theorem 2.6(3)], we see that this implies that $\mathfrak{p}^{-1} a \in H(\psi[\mathfrak{b}])$ but $\mathfrak{p}^{-1} a \notin H(\psi[\mathfrak{a}])$. This implies that the non-abelian extension $K_{\mathfrak{a}}^{a} / H$ is contained in the abelian extension $H(\psi[\mathfrak{b}]) / H$, which is a contradiction. So $N_{\mathfrak{p}} \cong M_{\mathfrak{p}}$ for each $\mathfrak{p} \mid \mathfrak{a}$ and hence $M=N$.

Lemma 4.4.4. For $\mathfrak{a}$ an ideal of $O$ only divisible by primes of first degree and $s$ an ideal of $A$, we have $n(\mathfrak{a}, s)=\frac{n(\mathfrak{a}) m(s)}{\varphi((\mathfrak{a}, s))}$, where $(\mathfrak{a}, s)$ denotes the gcd ideal of $\mathfrak{a}$ and $s$ and $\varphi(\mathfrak{m})=\#(O / \mathfrak{m})^{\times}$.

Proof. Set $n_{1}=\left[K_{\mathfrak{a}}: H\right]$ and $n_{2}=\left[K_{s}: H\right]$. Set $\mathfrak{b}=\operatorname{lcm}(\mathfrak{a}, s)$ and $\mathfrak{b}^{\prime}=\operatorname{gcd}(\mathfrak{a}, s)$ then we see that

$$
K_{\mathfrak{a}, s}^{a}=H\left(\psi[\mathfrak{b}], \mathfrak{a}^{-1} a\right),
$$

and by Lemma 4.4.3, we have

$$
\left[K_{\mathfrak{a}, s}^{a}: H(\psi[\mathfrak{b}])\right]=\left[K_{\mathfrak{a}}^{a}: H(\psi[\mathfrak{a}])\right]
$$

Furthermore,

$$
\begin{aligned}
n(\mathfrak{a}, s) & =\left[K_{\mathfrak{a}}^{a}: H(\psi[\mathfrak{a}])\right] \cdot[H(\psi[\mathfrak{b}]): H] \\
& =\left[K_{\mathfrak{a}}^{a}: H(\psi[\mathfrak{a}])\right] \cdot[H(\psi[\mathfrak{a}]): H] \cdot[H(\phi[s]): H] /\left[H\left(\psi\left[\mathfrak{b}^{\prime}\right]\right): H\right] \\
& =\left[K_{\mathfrak{a}}^{a}: H\right] \cdot\left[K_{s}: H\right] / \varphi\left(\mathfrak{b}^{\prime}\right) \\
& =n_{1} \cdot n_{2} / \varphi\left(\mathfrak{b}^{\prime}\right)
\end{aligned}
$$

The goal of this section is to bound the degree of the different of $K_{\mathfrak{a}, s}^{a} / H$.
Let $\mathfrak{p}^{\prime}$ be a finite prime of $K_{\mathfrak{a}, s}^{a}$. Let $\mathfrak{m}$ be the least common multiple ideal of $\mathfrak{a}$ and $s$.
Proposition 4.4.1. The different exponent $d_{K_{a, s}, ~}{ }^{\prime}\left(\mathfrak{p}^{\prime}\right) \leq 2 e_{\mathfrak{p}^{\prime}}\left(K_{\mathfrak{a}, s}^{a} / H\right)$, as long as $\mathfrak{p}^{\prime}$ does not lie above a prime of $A$ which ramifies in $O$. If $\mathfrak{p}^{\prime}$ does lie above a prime of $A$ which ramifies in $O$, then $d_{K_{\mathfrak{a}, s}^{a} / H}\left(\mathfrak{p}^{\prime}\right) \leq 4 e_{\mathfrak{p}^{\prime}}\left(K_{\mathfrak{a}, s}^{a} / H\right)^{2}$.

Proof. Let $\mathfrak{p}^{\prime \prime}$ be a prime of $H(\psi[\mathfrak{m}])$ which sits below $\mathfrak{p}^{\prime}$, such that the ramification index of $\mathfrak{p}^{\prime}$ over $\mathfrak{p}^{\prime \prime}$ is $e$. Let $d\left(\mathfrak{p}^{\prime \prime}\right)$ denote $d_{H(\psi[\mathfrak{m}]) / H}\left(\mathfrak{p}^{\prime \prime}\right)$, and $d\left(\mathfrak{p}^{\prime}\right)$ denote $d_{K_{a, s}^{a} / H(\psi[\mathfrak{m}])}$. The additivity of the different over towers is equivalent to the fact

$$
d_{K_{\mathbf{a}, s}^{a} / H}\left(\mathfrak{p}^{\prime}\right)=e d\left(\mathfrak{p}^{\prime \prime}\right)+d\left(\mathfrak{p}^{\prime}\right) .
$$

By the principal ideal theorem [14], or Theorem 3.9.5, we have that the $\tau^{0}$ term of $\psi_{\mathfrak{a}}$, say $u$, generates $\mathfrak{a} O^{\prime}$ in $O^{\prime}$. Note that $\psi_{\mathfrak{a}}$ is monic with all coefficients in $O^{\prime}$. Let $\lambda$ be such that $\psi_{\mathfrak{a}}(\lambda)=a$. Then $H(\psi[\mathfrak{m}], \lambda)=K_{\mathfrak{a}, s}^{a}$. Therefore,

$$
\begin{aligned}
d\left(\mathfrak{p}^{\prime}\right) & \leq v_{\mathfrak{p}^{\prime}}\left(\partial\left(\psi_{\mathfrak{a}}\right)\right)(\lambda) \\
& =v_{\mathfrak{p}^{\prime}}(u) \\
& =v_{\mathfrak{p}^{\prime}}(\mathfrak{a}) .
\end{aligned}
$$

Now, let $P$ be the prime of $A$ which sits below $\mathfrak{p}^{\prime \prime}$. Suppose that $P$ does not ramify in $O$, so that $H(\psi[P]) / H$ is tamely ramified at $P$. Further, the prime $P$ is unramified in $H(\psi[M]) / H$, if $M$ is coprime to $P$. Therefore, the prime $\mathfrak{p}^{\prime \prime}$ is tamely ramified in $H(\psi[\mathfrak{m}]) / H$. Hence, we have that $d\left(\mathfrak{p}^{\prime}\right)=e_{\mathfrak{p}^{\prime \prime}}(H(\psi[\mathfrak{m}]) / H)-1$. Ramification degrees are multiplicative in towers, so that

$$
d_{K_{\mathfrak{a}, s}^{a} / H}\left(\mathfrak{p}^{\prime}\right) \leq e_{\mathfrak{p}^{\prime}}\left(K_{\mathfrak{a}, s}^{a}\right)+v_{\mathfrak{p}^{\prime}}(\mathfrak{a}) .
$$

Further, the extension $H / k$ is unramified. Using this fact, we can see that $v_{\mathfrak{p}^{\prime}}(\mathfrak{m})=$ $e_{\mathfrak{p}^{\prime}}\left(K_{\mathfrak{a}, s}^{a} / H\right)$, which gives the first statement of the proposition.

Suppose that $P$ does ramify in $O$. We know that $e \leq d_{K_{a, s}^{a} / H(\psi[\mathfrak{m}])}\left(\mathfrak{p}^{\prime}\right)+1$. In this case,

$$
d_{K_{\mathfrak{a}, s}^{a} / H}\left(\mathfrak{p}^{\prime}\right) \leq v_{\mathfrak{p}^{\prime}}(\mathfrak{m})^{2}+2 v_{\mathfrak{p}^{\prime}}(\mathfrak{m})
$$

Now, remember that $\Delta$ is the product of all primes of $A$ which ramify in $O$. If $\mathfrak{m}$ is the lcm of $\mathfrak{a}$ and $s$, then $v_{\mathfrak{p}^{\prime}}(\mathfrak{m}) \leq v_{\mathfrak{p}^{\prime}}(\Delta)$ if $\mathfrak{p}^{\prime} \mid \Delta$. So, we have $v_{\mathfrak{p}^{\prime}}(\mathfrak{m}) \leq 2 e_{\mathfrak{p}^{\prime}}\left(K_{\mathfrak{a}, s}^{a} / H\right)$, which gives the second part of the proposition.

We notice that $K_{\mathfrak{a}, s}^{a} / H$ is unramified at any prime not dividing $\infty$ or $\mathfrak{m}$.
Proposition 4.4.2. Let $\infty^{\prime}$ be a prime of $K_{\mathfrak{a}, s}^{a}$ which lies above $\infty$. Then $d_{K_{a, s} / H}\left(\infty^{\prime}\right)$ is bounded by a constant independent of $\mathfrak{a}$ and $s$.

Let $k_{\infty}$ be the completion of $k$ at $\infty$. Let $\Omega$ be a fixed algebraic closure of $k_{\infty}$.
A rank $1 O$-lattice is a discrete $O$-submodule $\Lambda \subset \Omega$ such that $k \Gamma$ is a 1 dimensional vector space over $k$. Given such a $\Lambda \subset \Omega$ there exists an ideal $\mathfrak{D} \subset O$ and a non-zero element $\xi \in \Omega$ such that $\Lambda=\mathfrak{D} \xi$.

We define the exponential function associated to $\Lambda$ by

$$
e_{\Lambda}(z)=z \prod_{0 \neq r \in \Lambda}\left(1-\frac{z}{r}\right)
$$

for $z \in \Omega$. The function $e_{\Lambda}(z): \Omega \rightarrow \Omega$ is entire, onto and $\mathbb{F}_{r}$-linear. It is periodic with group of periods $\Lambda$.

By [10, Theorem 7.2.15], such lattices are in correspondence with rank 1 sgn normalized Drinfeld modules defined over $H$. That is given such a Drinfeld module $\psi$, there exists a
lattice $\Lambda$ for which

$$
\psi_{b}\left(e_{\Lambda}(z)\right)=e_{\Lambda}(b z)
$$

for all $b \in O$ and

$$
e_{\Lambda}(z)=\sum_{i=1}^{\infty} a_{i} z^{q^{i}}
$$

with $a_{i} \in H$.
Let $\pi$ be a uniformizing element for $k_{\infty}$, so that $\operatorname{ord}_{\infty}(\pi)=1$. Extend $\operatorname{ord}_{\infty}$ to $\Omega$ in the usual way.

Proposition 4.4.3 ([18], Proposition 3.2). Let $\mathfrak{a}$ be a non-zero ideal in $O$. Then

1. There exists a constant $C_{0}$ (may be negative) which depends only on $k$ and on the sgn-normalized Drinfeld module $\psi$ such that $\operatorname{ord}_{\infty}(\lambda) \geq C_{0}$, for any $0 \neq \lambda \in \psi[\mathfrak{a}]$.
2. We have

$$
\operatorname{ord}_{\infty}(\lambda)=\mathrm{O}(\operatorname{deg} \mathfrak{a})
$$

for any $0 \neq \lambda \in \psi[\mathfrak{a}]$, where the implied constant depends only on $k$ and $\psi$.
3. There exists a constant $C_{1}$ (may be negative), which depends only on $\psi$ and a such that if $\alpha$ is any root of $\psi_{\mathfrak{a}}(x)-a=0$, then

$$
\operatorname{ord}_{\infty}(\alpha) \geq C_{1} .
$$

4. Suppose that $\infty_{1}$ is any prime divisor of $H(\psi[\mathfrak{a}])$ sitting over $\infty$. Then the ramification index $e_{\infty_{1}}\left(K_{\mathfrak{a}}^{a} / L\right)=\mathrm{O}(1)$, where the implied constant only depends on $\psi$ and $a$.

Proof. Let $h=[H: k]$ be the class number of $O$. Then write $\mathfrak{a}^{h}=(\beta)$ for some positive element $\beta$. We will show $\operatorname{ord}_{\infty}(\lambda) \geq C_{0}$ for $0 \neq \lambda \in \psi[p]$.

Find the lattice $\Lambda$ and ideal $\mathfrak{D}$ and element $\xi \in \Omega$ with $\Gamma=\mathfrak{D} \xi$ and $e_{\Gamma}$ satisfies the functional equation corresponding to $\psi$. Given $\lambda \in \psi[\beta]$, there exists $d \in \mathfrak{D}$ with $\lambda=e_{\Lambda}(d \xi / \beta)$. By the Riemann-Roch theorem, Theorem 3.1.1, we can always find an element $d^{\prime} \in \mathfrak{D}$ such that $d^{\prime} \equiv d(\bmod \beta \mathfrak{D})$ and $\operatorname{ord}_{\infty}\left(d^{\prime}\right) \geq \operatorname{ord}_{\infty}(\beta)-\operatorname{deg} \mathfrak{D}-2 g+1$, 3.1.1.

This implies that $\zeta=d^{\prime} \xi / \beta \in \Omega$ is such that $\lambda=e_{\Lambda}(\zeta)$ and $\operatorname{ord}_{\infty}(\zeta) \geq C_{1}$. Applying the exponential function to $\zeta$, we obtain $\operatorname{ord}_{\infty}(\lambda) \geq C_{0}$.

This follows since $e_{\Lambda}$ is an entire function so $\operatorname{ord}_{\infty}(\lambda)$ is bounded by the first $n$ terms of $e_{\Lambda}(\zeta)$ for some $n$, and the existence of $C_{0}$ follows.

For an upper bound, we have

$$
\lambda=\frac{d^{\prime} \xi}{\beta} \prod_{0 \neq c \in \mathfrak{D}}\left(1-\frac{d^{\prime} \xi / \beta}{c \xi}\right)=\frac{d^{\prime} \xi}{\beta} \prod_{0 \neq c \in \mathfrak{B}}\left(1-\frac{d^{\prime}}{\beta c}\right) .
$$

Since $\operatorname{ord}_{\infty}(\beta)=-h \operatorname{deg} \mathfrak{a}$, and $\operatorname{ord}_{\infty}\left(d^{\prime}\right) \leq 0$, we have

$$
\operatorname{ord}_{\infty}(\lambda) \leq \mathrm{O}(\operatorname{deg} \mathfrak{a})+\operatorname{ord}_{\infty}\left(\prod_{\substack{0 \neq c \in \mathfrak{Q} \\ \operatorname{ord}_{\infty}\left(d^{\prime} /(\beta c)\right)=0}}\left(1-\frac{d^{\prime}}{\beta c}\right)\right)
$$

There are only finitely many choices of $0 \neq c \in \mathfrak{D}$ with $\operatorname{ord}_{\infty}\left(d^{\prime} /(\beta c)\right)=0$ because $\operatorname{ord}_{\infty}(c)=\operatorname{ord}_{\infty}\left(d^{\prime}\right)-\operatorname{ord}_{\infty}(\beta) \geq C_{2}$. Moreover, the number of these $c$ is bounded by a constant depending only on $\mathfrak{D}$. To be sure, the number of such $c$ is bounded by

$$
\#\left\{c \in \mathfrak{D} \mid \operatorname{ord}_{\infty}(c) \geq-\operatorname{deg} \mathfrak{D}-2 g+1\right\}
$$

which is a finite number only depending on $\mathfrak{D}$.
For each such $c$, we have

$$
\operatorname{ord}_{\infty}\left(1-\frac{d^{\prime}}{\beta c}\right) \leq \operatorname{ord}_{\infty}\left(\frac{1}{\beta c}\right) \leq \mathrm{O}(\operatorname{deg} \mathfrak{a})
$$

Let us now assume that $\operatorname{ord}_{\infty}(\alpha)<\operatorname{ord}_{\infty}(\lambda)$ for $\lambda \in \psi[\mathfrak{a}]$. Since

$$
\psi_{\mathfrak{a}}(x)=x \prod_{0 \neq \lambda \in \psi[\mathfrak{a}]}(x-\lambda)
$$

we have

$$
\operatorname{ord}_{\infty}(a)=\operatorname{ord}_{\infty}(\alpha)+\sum_{0 \neq \lambda \in \psi[a]} \operatorname{ord}_{\infty}(\alpha-\lambda) .
$$

Now,

$$
\operatorname{ord}_{\infty}(\alpha-\lambda)=\operatorname{ord}_{\infty}(\alpha),
$$

for all $\lambda \in \psi[\mathfrak{a}]$. Thus,

$$
\operatorname{ord}_{\infty}(\alpha)=\operatorname{ord}_{\infty}(a) / q^{\operatorname{deg} \mathfrak{a}}
$$

Now, let us construct a finite extension of $k_{\infty}$ which will contain $K_{\mathfrak{a}}^{a}$ as $\mathfrak{a}$ runs through all ideals of $O$.

This will imply our last statement of the theorem. We will also use this fact later.
Let $b \in O$ be a fixed positive element with $\operatorname{deg}(b) \geq 1$, and let $\alpha$ be a root of $\psi_{b}(x)=a$. Since $e_{\Lambda}$ is surjective, let $\eta \in \Omega$ be such that $e_{\Lambda}(\eta)=\alpha$. Then

$$
\psi_{\beta b} e_{\Lambda}(\eta / \beta)=\psi_{b}(\alpha)=a,
$$

and so,

$$
\psi_{\mathfrak{a}}\left(\psi_{\beta b / \mathfrak{a}}\left(e_{\Lambda}(\eta / \beta)\right)\right)=a
$$

Now, $\psi_{\beta b / \mathfrak{a}}\left(e_{\Lambda}(\eta / \beta)\right)$ is in the finite extension $k_{\infty}(\eta) / k_{\infty}$. Hence, all roots of the equation $\psi_{\mathfrak{a}}(x)=a$ lie in the extension $k_{\infty}(\eta, \xi) / k_{\infty}$. Hence $e_{\infty_{1}}\left(K_{\mathfrak{a}}^{a} / k\right)$ is bounded by the ramification index of $k_{\infty}(\eta, \xi) / k_{\infty}$ which is independent of $\mathfrak{a}$.

Lemma 4.4.5. Let $H_{\infty}$ be the completion of $H$ at $\infty$. There exists a finite extension $H^{*}$ of $H_{\infty}$ such that $K_{\mathfrak{a}, s}^{a} \subset H^{*}$ for all $\mathfrak{a}$, .

Proof. Consider the field $H_{\infty}(\eta, \xi)$ from the proof of [18, Proposition 3.2, part (4)]. It is then clear that $H_{\infty}(\eta, \xi)$ contains fields of the form $K_{\mathfrak{M}}$. By setting $\mathfrak{M}=\mathfrak{a} s$, we see that $H_{\infty}(\eta, \xi)$ contains the required fields.
Proposition 4.4.4. We have the bound

$$
\frac{\operatorname{deg} \operatorname{Diff}\left(K_{\mathfrak{a}, s}^{a} / H\right)}{n(\mathfrak{a}, s)} \ll \operatorname{deg} \mathfrak{a}+\operatorname{deg} s
$$

Proof. Let $\mathfrak{P}$ be a prime of $H$ and write $\mathfrak{P}=\prod\left(\mathfrak{p}_{i}^{e_{i}}\right)$, a product of primes of $K_{\mathfrak{a}, s}^{a}$, and further such that $\sum_{i} f_{i} e_{i}=n(\mathfrak{a}, s)$ and $f_{i}=\left[\mathbb{F}_{\mathfrak{p}_{i}}: \mathbb{F}_{\mathfrak{p}}\right]$.

Now, since the constant fields of $K_{\mathfrak{a}, s}^{a}$ and $H$ are equal, we may write

$$
\operatorname{deg} \mathfrak{p}_{i}=f_{i} \operatorname{deg} \mathfrak{P}
$$

Again, we may reduce the complexity of our problem by noticing that $K_{\mathfrak{a}, s}^{a} / H$ is a Galois extension, and so $f_{i}, e_{i}$ do not depend on $i$, and we write

$$
n(\mathfrak{a}, s)=g_{\mathfrak{F}} f_{\mathfrak{B}} e_{\mathfrak{F}},
$$

for each prime $\mathfrak{P}$ of $H$.
Therefore

$$
\begin{aligned}
\frac{\operatorname{deg} \operatorname{Diff}\left(K_{\mathfrak{a}, s}^{a} / H\right)}{n(\mathfrak{a}, s)}= & \sum_{\mathfrak{P} \nmid \infty \Delta} \sum_{\mathfrak{p} \mid \mathfrak{P}} \frac{d_{K_{\mathfrak{a}, s}^{a} / H}(\mathfrak{p}) \operatorname{deg} \mathfrak{p}}{n(\mathfrak{a}, s)} \\
& +\sum_{\mathfrak{P} \mid \Delta} \sum_{\mathfrak{p} \mid \mathfrak{P}} \frac{d_{K_{\mathfrak{a}, s}^{a} / H}(\mathfrak{p}) \operatorname{deg} \mathfrak{p}}{n(\mathfrak{a}, s)} \\
& +\sum_{\mathfrak{P} \mid \infty} \sum_{\mathfrak{p} \mid \mathfrak{P}} \frac{d_{K_{\mathfrak{a}, s}^{a} / H}(\mathfrak{p}) \operatorname{deg} \mathfrak{p}}{n(\mathfrak{a}, s)} \\
= & S_{1}+S_{\Delta}+S_{\infty}
\end{aligned}
$$

Now,

$$
\begin{aligned}
S_{1} & =\sum_{\mathfrak{P}|\mathfrak{a s}, \mathfrak{P}\rangle \Delta} \frac{g_{\mathfrak{P}} f_{\mathfrak{P}} 2 e_{\mathfrak{P}} \operatorname{deg} \mathfrak{P}}{g_{\mathfrak{P}} f_{\mathfrak{P}} e_{\mathfrak{P}}} \\
& \ll \sum_{\mathfrak{P} \mid \mathfrak{a s}} \operatorname{deg} \mathfrak{P} \\
& =\sum_{P \mid \mathfrak{a} s} f_{P} g_{P} \operatorname{deg} P \\
& \ll \operatorname{deg} \mathfrak{a}+\operatorname{deg} s
\end{aligned}
$$

The other terms are all bounded by a constant depending only on $a, \phi$. To see this,

$$
S_{\Delta} \leq \sum_{\mathfrak{P} \mid \Delta} \sum_{\mathfrak{p} \mid \mathfrak{P}} \frac{4 e_{\mathfrak{P}}^{2} f_{\mathfrak{P}} \operatorname{deg} \mathfrak{P}}{e_{\mathfrak{F}} f_{\mathfrak{P}} g_{\mathfrak{F}}}
$$

which is bounded by the degree of the different of the field $K_{\Delta^{\prime}, \Delta}^{a}$ where $\Delta=\Delta^{\prime 2}$ as ideals of $O$. This is because the extension $K_{\mathfrak{a}, s}^{a} \cdot K_{\Delta^{\prime}, \Delta}^{a} / K_{\Delta^{\prime}, \Delta}^{a}$ is unramified at primes dividing $\Delta^{\prime}$ or $\Delta$ by [14].

Finally,

$$
S_{\infty} \leq \sum_{\mathfrak{P} \mid \infty} \frac{C g_{\mathfrak{P}} f_{\mathfrak{F}} \operatorname{deg} \mathfrak{P}}{e_{\mathfrak{P}} f_{\mathfrak{P}} g_{\mathfrak{P}}} \ll \sum_{\mathfrak{P} \mid \infty} \operatorname{deg} \mathfrak{P}=O(1)
$$

### 4.5 Kummer theory of Ribet and Bashmakov

We give a summary of the introduction to [26], which gives an overview of "Bashmakov's method" for showing that $\operatorname{Gal}\left(M_{q} / k(E[q])\right)$ are isomorphic to $E[q]^{s}$ for $q$ large enough. To put things in context, we assume that $V$ is an abelian variety defined over some number field $k, V_{n}$ is the group of $n$-torsion, and $P_{1}, \ldots, P_{s}$ are points of $V$ defined over $k$. We want to determine $\operatorname{Gal}\left(k\left(V_{n}, 1 / n P_{1}, \ldots, 1 / n P_{s}\right) / k\left(V_{n}\right)\right) \subset V_{n}^{s}$. The goal is to see that this group is equal to $V_{n}^{s}$ for $n$ coprime to some number $M$. Set $G$ to be the absolute Galois group of $k$, then we have a representation $\rho: G \rightarrow \operatorname{Aut}\left(V_{n}\right)$, let $H_{n}$ be its kernel and $G_{n}$ be its image. Set $O$ to be the ring of $k$ endomorphisms of $V$.

Now, we have four axioms which form the framework for Bashmakov's method.

1. For almost all $l, O / l O$ is equal to the commutant of $G_{l}$ in $\operatorname{End}\left(V_{l}\right)$.
2. $V_{l}$ is a semisimple $G_{l}$ module, for almost all $l$.
3. For almost all $l$, the cohomology group $H^{1}\left(G_{l}, V_{l}\right)$ vanishes.
4. For each finitely generated subgroup $\Gamma$ of $V(k)$, the division group

$$
\Gamma^{\prime}=\{Q \in V(k) \mid l Q \in \Gamma\},
$$

is such that $\Gamma^{\prime} / \Gamma$ has finite exponent.
The usual consequence of these four axioms is that $\operatorname{Gal}\left(k\left(l^{-1} P_{1}, \ldots, l^{-1} P_{n}, V_{l}\right) / k\left(V_{l}\right)\right)$ should be as large as possible for $l$ large enough. The statement of theorems of this type depends on the structure of $V$. Two examples that work are:

1. $V$ is an elliptic curve with or without CM.
2. $V$ is an abelian variety of CM type.

Now, let us show how we hope to establish analogous facts for Drinfeld modules. The fourth condition will follow from [24, Theorem 1]. The third condition can be established by following Ribet's work, or Bashmakov's work, [25], [26],[3]. The first two axioms can be proved as in [25],[3], where we basically use the theorem of Pink and Rutsche [23, Theorem $0.1]$ as the analogue to the theorem of Serre [30]. We carry out this basic plan in the next section. We also have hope to calculate the Galois groups of Kummer extensions for higher rank Drinfeld modules in the future, as well as possibly Anderson's $T$-modules.

### 4.6 Kummer theory for Drinfeld modules

Note that the case of a completely singular Drinfeld module has been done in [22].
Following [25] and [26] we establish the following algebraic result. Then using cohomology and the work of Pink and Rutsche [23] will establish that $\operatorname{Gal}\left(K_{q}^{\Gamma} / K(\phi[q])\right) \cong \phi[q]^{t}$ for $\operatorname{deg} q$ large enough. In fact, [26] can be adapted to our case as well, but we will essentially prove a simpler result that works for our case.

Lemma 4.6.1. Let $V$ be an $n$-dimensional $\mathbb{F}_{r}$-vector space. Let $B=V^{t}$. Let $G=\operatorname{End}(V)$ and for $g \in G$ let $g \cdot\left(v_{1}, \ldots, v_{t}\right)=\left(g v_{1}, \ldots, g v_{t}\right)$. Let $\pi_{i}$ be the projection from $B$ to the $i$ th component of $B$. Let $C$ be a $G$ submodule of $B$ such that the restriction of $\pi_{i}$ to $C$ is onto $V$, and the restrictions of $\pi_{i}$ are linearly independent over $\mathbb{F}_{q}$. Then $C=B$.

Proof. By induction on $t$, the base case being trivial. Let

$$
C^{\prime}=\left\{\left(x_{1}, \ldots, x_{t}\right):\left(x_{1}, \ldots, x_{t}, 0\right) \in C\right\} .
$$

We want to show that $C^{\prime}$ satisfies the hypotheses of the lemma, with $B^{\prime}=V^{t}$. The map $\pi_{i}: C^{\prime} \rightarrow V$ is either surjective or zero for $1 \leq i \leq t$. Since we are allowed to multiply by $G$, if it is not zero, then it is onto. So suppose that $\pi_{i}=0$. Without loss of generality take $i=1$. Then $\left(x_{1}, \ldots, x_{t}, 0\right) \in C$ implies that $x_{1}=0$. Thus, we get an invertible matrix $M$ such that $M \pi_{t+1}=\pi_{1}$. Now, we want to show that the $G$ action implies that $M$ is a multiple of the identity, which would be a contradiction to the assumption that $\pi_{i}$ 's are independent. For $b \in C$, let $N_{b} \in \operatorname{End}(V)$ be such that $\operatorname{ker}\left(N_{b}\right)=\operatorname{span}\left\{\pi_{t+1}(b)\right\}$. Now, multiplication by $N_{b}$ gives that $\left(N_{b} \pi_{1}(b), \ldots, N_{b} \pi_{t+1}(b)\right) \in C$. So $N_{b} \pi_{1}(b)=0$, and thus, $\pi_{1}(b) \in \operatorname{span}\left(\pi_{t+1}(b)\right)$ for all $b$. Since $\pi_{t+1}$ is onto $\pi_{1}$ must be dependent on $\pi_{t+1}$, which is a contradiction. Therefore $\pi_{1}$ is onto. The other conditions of the lemma are already satisfied. Thus $C^{\prime}=B^{\prime}$. But this implies that $C=B$ as required.

We want to show that $H_{q}=\operatorname{Gal}\left(K_{q}^{\Gamma} / k(\phi[q])\right)$ satisfies the conditions of Lemma 4.6.1. Just as in [25, Sections 2 and 3], there are several steps. Let $G=\operatorname{Gal}\left(K^{\text {sep }} / K\right), H=$ $\operatorname{Gal}\left(K^{\text {sep }} / K(\phi[q])\right)$. For any element $a \in K$, let $R \in K^{\text {sep }}$ be such that $\phi_{q}(R)=a$ and let

$$
\xi_{a}(\sigma)=\sigma(R)-R,
$$

so that $\xi_{a}: H \rightarrow \phi[q]$.

We must investigate the $G$ action induced by $\xi_{a}$ on $\phi[q]$. Certainly, for $g \in G$, we have $g(\sigma(R)-R)=\gamma \in \phi[q]$. Thus,

$$
\xi_{a}\left(g \sigma g^{-1}\right)=g\left(\sigma\left(g^{-1} R\right)-g^{-1} R\right)=g(\sigma(R)-R)=g \cdot \xi_{a}(\sigma),
$$

which makes sense because for $x \in K(\phi[q])$, we have $g^{-1} x \in K(\phi[q])$ and so is fixed by $\sigma$ and so $g \sigma g^{-1} x=x$, so that $g \sigma g^{-1} \in H$. To complete the reasoning, notice that $\sigma\left(R-g^{-1} R\right)=R-g^{-1} R$ since $\sigma$ fixes $K(\phi[q])$.

Notice that $g \cdot \xi_{a}(\cdot)$ only depends on the image of $g$ when restricted to the field $K(\phi[q])$. From now on, assume that $\operatorname{Gal}(K(\phi[q]) / K) \cong \operatorname{Aut}(\phi[q])$. We claim that the action of $\operatorname{Aut}(\phi[q])$ can be extended to $\operatorname{End}(\phi[q])$ (where $\phi[q]$ is regarded as an $A / q$ vector space).

To see this, let $g, h \in G$ and $\operatorname{res}(g)$, res $(h)$ be their restrictions to $K(\phi[q])$. Define $(\operatorname{res}(g)+\operatorname{res}(h)) \xi_{a}(\sigma)=g \cdot \xi_{a}(\sigma)+h \cdot \xi_{a}(\sigma)$. Now, since $\operatorname{Gal}(K(\phi[q]) / K) \cong \operatorname{Aut}(\phi[q])$, we get an $\operatorname{End}(\phi[q])$ action on the image of $\xi_{a}$.

Lemma 4.6.2. The cohomology group $H^{1}(\operatorname{Gal}(K(\phi[q]) / K), \phi[q])$ is zero for almost all $q$.
Proof. By [23, Theorem 0.1], we know that $\operatorname{Gal}(K(\phi[q]) / K) \cong \operatorname{Aut}(\phi[q])$. We may also take $q$ such that $\#(A / q)>2$. Let $\gamma \in \operatorname{Aut}(\phi[q])$ be equal to $\theta \operatorname{id}_{\phi[q]}$, where $\theta \in A / q, \theta \neq 0,1$. Then $\gamma$ is in the center of $\operatorname{Aut}(\phi[q])$ and is such that the map $\gamma x-x$ is an automorphism of $\phi[q]$. Hence, by Sah's Lemma [21, Chapter 6, Lemma 10.2], the cohomology $H^{1}(\operatorname{Gal}(K(\phi[q]) / K), \phi[q])$ is zero for almost all $q$.

Let $\xi$ be the map which takes $a \in K$ to $\xi_{a}: H \rightarrow \phi[q]$. Since $H$ acts trivially on $\phi[q]$, we have that $\xi: K \rightarrow H^{1}(H, \phi[q])$, by abuse of notation. Further the map $\xi$ is $A$-linear. That is, suppose that $g \in G$ restricts to $\theta \operatorname{id}_{\phi[q]}$, where $\theta \in A$ and $\theta \not \equiv 0(\bmod q)$. We want to show that

$$
g \cdot \xi_{a}(\sigma)=\xi_{\phi_{\theta}(a)}(\sigma), \text { for all } a \in K, \sigma \in H
$$

Let $R \in K^{\text {sep }}$ be such that $\phi_{q}(R)=a$, and $R^{\prime} \in K^{\text {sep }}$ be such that $\phi_{q}\left(R^{\prime}\right)=\phi_{\theta}(a)$. Then

$$
\begin{aligned}
g \cdot \xi_{a}(\sigma) & =\xi_{a}\left(g \sigma g^{-1}\right) \\
& =g \cdot(\sigma(R)-R) \\
& =\phi_{\theta}(\sigma(R)-R) \\
& =\sigma\left(\phi_{\theta}(R)\right)-\phi_{\theta}(R) \\
& =\xi_{\phi_{\theta}(a)}(\sigma)
\end{aligned}
$$

Now, consider the short exact sequence,

$$
0 \rightarrow \phi[q] \rightarrow K^{\mathrm{sep}} \rightarrow K^{\mathrm{sep}} \rightarrow 0
$$

where the second map is inclusion, and the third is $\phi_{q}$. Taking cohomology gives an injection

$$
\phi(K) / \phi_{q}(\phi(K)) \hookrightarrow H^{1}(G, \phi[q]) .
$$

We also have a restriction map

$$
H^{1}(G, \phi[q]) \hookrightarrow H^{1}(H, \phi[q]),
$$

which is injective for almost all $l$ because of the Serre-Hochschild spectral sequence, and because $H^{1}(G / H, \phi[q])=0$. Let us briefly write down the relevant exact sequence for general $G, H$ and $G$-module $A$.

$$
0 \rightarrow H^{1}\left(G / H, A^{H}\right) \rightarrow H^{1}(G, A) \rightarrow H^{1}(H, A)^{G / H} \rightarrow H^{2}\left(G / H, A^{H}\right) \rightarrow H^{2}(G, A)
$$

But the first cohomology group is 0 (since $\left.H^{1}(\operatorname{Aut}(\phi[q]), \phi[q])=0\right)$, and the third is a subset of $H^{1}(H, \phi[q])$.

Further, the map that $\xi$ induces from $\phi(K) / \phi_{q}(\phi(K))$ to $H^{1}(H, \phi[q])$ is given by the composition of these two maps, and so is injective for almost all $q$.

Let $\varphi_{i}=\xi_{a_{i}}$ and let $\varphi: H \rightarrow \phi[q]^{n}$ be given by

$$
\sigma \rightarrow\left(\varphi_{1}(\sigma), \varphi_{2}(\sigma), \ldots, \varphi_{t}(\sigma)\right)
$$

The map $\varphi$ induces another map, which we also denote by $\varphi$, from $H_{q}$ to $\phi[q]^{t}$.
Let $C=\operatorname{Im}(\varphi)$ and $B=\phi[q]^{n}$. Then $C$ is an $\operatorname{End}(\phi[q])$-invariant submodule of $B$. Now, consider the natural map $\Gamma / \phi_{q}(\Gamma) \rightarrow \Gamma / \phi_{q}(\phi(K)) \rightarrow \phi(K) / \phi_{q}(\phi(K))$. We need for the first map to be an injection for all but finitely many $q$. Let

$$
\Gamma^{\prime}=\left\{x \in K \mid \phi_{m}(x) \in \Gamma \text { for some } m \in A\right\}
$$

By Poonen's theorem, there exists an infinite sequence $Q_{1}, Q_{2}, \ldots$ which generates the module $\phi(K) / \operatorname{tor}(\phi)$ freely. By our assumption that $\operatorname{Gal}(K(\phi[q]) K)=\operatorname{Aut}(\phi[q])$, we know that $\operatorname{tor}(\phi)[q]$ is trivial. Let $N$ be such that $\Gamma \subset A \cdot\left\{Q_{1}, \ldots, Q_{n}\right\}$. But then

$$
\Gamma^{\prime} \subset A \cdot\left\{Q_{1}, \ldots Q_{n}\right\}
$$

There exists $M \in A$ such that $\phi_{M}\left(\Gamma^{\prime}\right) \subset \Gamma$. Taking $q$ coprime to $M$ implies that each projection $\varphi_{i}(\cdot)$ is independent over $A / q$.

Finally, each projection is onto $\phi[q]$, again by taking $\operatorname{deg} q$ large enough.
Theorem 4.6.1. The group $\operatorname{Gal}\left(K_{q}^{\Gamma} / K(\phi[q])\right)$ is isomorphic to $\phi[q]^{t}$ for all but finitely many primes $q$.

Let $\mathfrak{q}$ be a prime of $K(\phi[q])$. We want to see that $K_{q}^{\Gamma} / K(\phi[q])$ is totally ramified at $\mathfrak{q}$ for the primes for which $K_{q}^{\Gamma} / K$ is maximal (i.e. for almost all primes $q$ ). Let $K_{0}$ be the maximal extension of $K(\phi[q])$ in $K_{q}^{\Gamma}$ which is unramified at $\mathfrak{q}$. Then $G_{0}=\operatorname{Gal}\left(K_{0} / k(\phi[q])\right)$ is a $\operatorname{End}(\phi[q])$ stable submodule of $\phi[q]^{t}=\operatorname{Gal}\left(K_{q}^{\Gamma} / K(\phi[q])\right)$. If $G_{0} \neq\{1\}$, then viewing $G_{0} \subset \phi[q]^{t}$, we must have that the projection onto each component is either surjective or trivial. By reducing $t$ if necessary, we may assume that each projection is surjective. It is clear that $G_{0} \neq \phi[q]^{t}$, so by Lemma 4.6.1, the projections must be dependent over $\mathbb{F}_{r}$. That is, there exists $x_{1}, \ldots, x_{t} \in A$ such that

$$
\begin{aligned}
& 0=x_{1} \pi_{1}(\sigma)+\cdots+x_{t} \pi_{t}(\sigma) \\
& 0=\sigma(R)-R
\end{aligned}
$$

where $\phi_{q}(R)=a$ and $a=x_{1} a_{1}+\cdots+x_{t} a_{t}$ and $R=x_{1} R_{1}+\cdots+x_{t} R_{t}$. This implies that $a \in \phi_{q}(K)$ and so $a_{1}, \ldots, a_{t}$ is not linearly independent in $\Gamma / q \Gamma$, which is a contradiction. Therefore $M_{0}=K(\phi[q])$. Therefore $K_{q}^{\Gamma} / K(\phi[q])$ is totally ramified at primes sitting above $q$.

This implies that there exists $m \in A$ such that $(s, m)=1$ implies that $\operatorname{Gal}\left(K_{s}^{\Gamma} / K\right) \cong$ $\phi[s]^{t} \rtimes \operatorname{Aut}(\phi[s])$, as well as the constant field of $K_{s}^{\Gamma}$ must be $\mathbb{F}_{r}$ for these $s$.

## Chapter 5

## Analysis and proof of main results

### 5.1 Main Results

Let $F$ be a global function field with constant field $\mathbb{F}_{r}, 2 \nmid r$, and a fixed rational prime $\infty$ of $F$. Suppose that there is a field extension $k / F$ such that $k$ has constant field $\mathbb{F}_{r}$ and $\infty$ totally ramifies in $k$. Let $A$ be the ring of functions of $F$ regular everywhere except possibly $\infty$, and $O$ the integral closure of $A$ in $k$, which is therefore the ring of functions of $k$ regular everywhere except possibly $\infty^{\prime}$, the unique prime lying above $\infty$. Let $H$ be the Hilbert class field of $O$, so that $H$ is the maximal unramified abelian extension of $k$ such that $\infty$ splits in $H$.

Let $\phi: A \rightarrow C_{\infty}\{\tau\}$ be a rank 2 Drinfeld module with $\operatorname{End}(\phi) \neq A$ (this implies that $k / F$ is degree 2). Then there is an isogenous Drinfeld module $\phi^{\prime}$ with $\operatorname{End}\left(\phi^{\prime}\right)=O$. Let us assume that $\operatorname{End}(\phi)=O$ and let $\psi$ be the associated rank 1 Drinfeld module $\psi: O \rightarrow C_{\infty}\{\tau\}$. Let $\eta_{x}$ be the leading coefficient of $\psi_{x}$ for each $x \in O$. Then there exists $\psi^{\prime}$ such that $\psi^{\prime}: O \rightarrow O^{\prime}\{\tau\}, \quad \eta_{x} \in \mathbb{F}_{r}$ and $\psi$ is isomorphic to $\psi^{\prime}$ over $\bar{k}$. Let us replace $\psi$ with $\psi^{\prime}$. Denote by $K \subset H$, such that $\phi: A \rightarrow F\{\tau\}$. There are many examples of such global function fields $k, F$ with rational prime $\infty$. Let us consider these situations as similar to the situation of [11]. In some ways, our situation is more general.

For a finite prime $P$ of $K$ of good reduction for $\phi$, and $a \in K$ such that $a \in O_{P}$, the local ring at $P$, we may ask whether $a+R_{P}$ generates the field $O_{P} / R_{P}$ as an $A$-module (given by the reduction of $\phi$ ). If it does, then we say that $a$ is a primitive point or root
$\bmod P$. Let $x \in \mathbb{N}$, and let

$$
N_{a}(x)=\#\left\{\begin{array}{l|l}
P \text { a finite prime of } K & \begin{array}{l}
\operatorname{deg} P=x, P \text { splits completely in } H \\
a \text { is a primitive root } \bmod P
\end{array}
\end{array}\right\}
$$

Theorem 5.1.1. Let $\phi: A \rightarrow K\{\tau\}$ be a Drinfeld module of rank 2. Let $\operatorname{End}(\phi)=O$, the integral closure of $A$ in $k$ which is a quadratic imaginary extension of $F$. Let $H$ be the Hilbert class field corresponding to $O$ and suppose that $H / K$ is Galois. Suppose that $\infty$ ramifies in $k$, and suppose that $\psi: O \rightarrow O^{\prime}\{\tau\}$ is a sgn-normalized rank 1 Drinfeld module corresponding to $\operatorname{End}(\phi)$. Let $a \in K \cap O^{\prime}$, then there exists $\delta_{\phi}(a)>0$ such that

$$
N_{a}(x)=\delta_{\phi}(a) \frac{r^{x}}{x}+\mathrm{O}\left(\frac{r^{x} \log x}{x^{2}}\right)
$$

as $x$ tends to infinity. Furthermore, the constant $\delta_{\phi}(a)$ can be expressed as an Euler product.
Let us now describe the situation of Theorem 5.1.2. Let $A=\mathbb{F}_{r}[T], K=\mathbb{F}_{r}(T)$. Let $\phi_{T}=\Delta \tau^{2}+g \tau+T \tau^{0}$ define the Drinfeld module $\phi: A \rightarrow K\{\tau\}$, where $g, \Delta \in A$ are chosen so that $\phi$ does not have complex multiplication $($ so $\operatorname{End}(\phi)=A)$. Then $K$ has infinite rank when considered as an $A$-module, so let $a_{1}, \ldots, a_{t}$ be $t$ elements of $K$, which generate a free $A$-submodule of $K$. Let $\Gamma$ be this submodule. Also, assume that all the fields $K_{q}^{\Gamma}=K\left(\phi[q], q^{-1} \Gamma\right)$ are geometric, where $q$ runs over all monic irreducibles of $A$. For $P$ a monic irreducible of $A$, such that $\phi$ has good reduction at $P$ and $a_{i} \in O_{P}$ for all $1 \leq i \leq t$, let $\Gamma_{P}$ be the submodule of $\phi\left(\mathbb{F}_{P}\right)$ generated by $a_{1}+R_{P}, \ldots, a_{t}+R_{P}$. We say that $\phi\left(\mathbb{F}_{P}\right)=\Gamma_{P}$ to mean that $P$ is as above and $\Gamma_{P}=\phi\left(\mathbb{F}_{P}\right)$ as sets. For $x \in \mathbb{N}$, define

$$
N_{\Gamma}(x)=\#\left\{P \text { prime } \mid \operatorname{deg} P=x, \quad \Gamma_{P}=\phi\left(\mathbb{F}_{P}\right)\right\}
$$

Theorem 5.1.2. Let $x \in \mathbb{N}, \Gamma$ be a rank $t$ submodule of the rational points of $\phi$ and $\phi: \mathbb{F}_{r}[T] \rightarrow \mathbb{F}_{r}(T)\{\tau\}$. Suppose that $t \geq 18$. If all the fields $K_{q}^{\Gamma}$ are geometric then there exists $\delta_{\phi}(\Gamma)$, such that

$$
N_{\Gamma}(x)=\delta_{\phi}(\Gamma) \frac{r^{x}}{x}+\mathrm{O}\left(\frac{r^{x} \log x}{x^{2}}\right)
$$

as $x \rightarrow \infty$.
Otherwise there exists $r_{0} \in \mathbb{N}$ and constants $\delta_{\phi}^{1}(\Gamma), \delta_{\phi}^{2}(\Gamma), \ldots, \delta_{\phi}^{r_{0}}(\Gamma)$ such that as $x \rightarrow \infty$ and $x \equiv j\left(\bmod r_{0}\right)$ then

$$
N_{\Gamma}(x)=\delta_{\phi}^{j}(\Gamma) \frac{r^{x}}{x}+\mathrm{O}\left(\frac{r^{x} \log x}{x^{2}}\right)
$$

Definition 5.1.1. An extension of global function fields $K / F$ is called geometric whenever they have the same constant field. That is if $\overline{\mathbb{F}_{p}} \cap K=\overline{\mathbb{F}_{p}} \cap F$, where $\operatorname{Char}(K)=\operatorname{Char}(F)=$ $p$.

Our intuition is that extensions of the constant field do not change the underlying geometry of the function field. Therefore, if the constant field stays the same in the extension field, this implies a fundamental change in the geometric object underlying the function fields.

### 5.2 Effective Chebotarev Density Theorem

For a more complete description see [8, Chapter 6].
Let $L$ and $L^{\prime}$ be two global function fields with $\mathbb{F}_{r} \subset L \subset L^{\prime}$. Let $G=\operatorname{Gal}\left(L^{\prime} / L\right)$. Let $\mathbb{F}_{L}, \mathbb{F}_{L^{\prime}}$ denote the constant fields of $L$ and $L^{\prime}$ respectively.

Let $\sigma_{\mathfrak{P}}$ be the Artin symbol (which denotes a conjugacy class of $G$ ) for $\mathfrak{P}$ with respect to $L^{\prime} / L$, and $d_{L}=\left[\mathbb{F}_{L}: \mathbb{F}_{r}\right]$, and $r_{L^{\prime}}=\left[\mathbb{F}_{L^{\prime}}: \mathbb{F}_{L}\right]$.

Also, for $\mathscr{C} \subset G$ a conjugacy class, define

$$
\pi_{\mathscr{C}}(x)=\left\{\mathfrak{P} \mid \operatorname{deg} \mathfrak{P}=x, \mathfrak{P} \text { is a prime unramified in } L^{\prime} / L, \text { and } \sigma_{\mathfrak{P}} \subset \mathscr{C}\right\} .
$$

Theorem 5.2.1 ([8], Chapter 6, Section 4). . Let $L^{\prime} / L$ be a finite Galois extension with Galois group $G$. Let $\mathscr{C} \subset G$ be a conjugacy class whose restriction to $\mathbb{F}_{L^{\prime}}$ is the a-th power of the Frobenius automorphism of $\mathbb{F}_{L}$. Then for $x \in \mathbb{N}$, if $x \not \equiv a\left(\bmod r_{L}\right)$, we have

$$
\pi_{\mathscr{C}}(x)=0 .
$$

If $x \equiv a\left(\bmod r_{L}\right)$,

$$
\begin{gathered}
\left|\pi_{\mathscr{C}}(x)-r_{L} \frac{|\mathscr{C}|}{|G|} \frac{r^{d_{L} x}}{x}\right| \leq \\
\frac{2|\mathscr{C}|}{x|G|}\left(\left(|G|+g_{L^{\prime}} r_{L^{\prime}}\right)\left(r^{d_{L^{x}} x}\right)^{1 / 2}+|G|\left(2 g_{L}+1\right)\left(r^{d_{L} x}\right)^{1 / 4}+g_{L^{\prime}} r_{L^{\prime}}+|G| d / d_{L}\right)
\end{gathered}
$$

where $g_{L^{\prime}}, g_{L}$ denote the genus of $L^{\prime}$ and $L$ respectively, and $d$ is a constant depending on $L\left(d=\left[L: \mathbb{F}_{r}(T)\right]\right.$ where $T$ is a separating element for $\left.L / \mathbb{F}_{r}\right)$.

Although the effective version is not explicitly listed as a theorem, one can trace through [8, Chapter 6, Section 4] to find all the constants.

### 5.3 Main term of Theorem 5.1.1

Let $N_{a}(x)$ be the number of primes of $F$ of degree $x$ which split completely in $H$ and which satisfy Artin's conjecture; that is, they do not split completely in any $K_{\mathfrak{a}, s}^{a}$. Say that a prime $\mathfrak{P}$ of $H$ is of first degree if it lies over a prime $P$ and the residue field extension is of degree 1. Note this is the same as the previous definition of a prime being first degree, except we have replaced $K$ with $F$ and $k$ with $H$.

Let $N(x, y)$ be the number of primes of first degree of $H$ with degree equal to $x$ which do not split completely in any $K_{\mathfrak{a}, s}^{a}$ with $\operatorname{deg} \mathfrak{a}, \operatorname{deg} s \leq y$.

Let $M_{x}\left(y_{1}, y_{2}\right)$ be the number of first degree primes of $H$ of degree $x$ which split completely in some $K_{\mathfrak{q}}^{a}$ or $K_{q}$ with $y_{1} \leq \operatorname{deg} \mathfrak{q} \leq y_{2}$ or $y_{1} \leq \operatorname{deg} q \leq y_{2}$.

## Proposition 5.3.1.

$$
N_{a}(x)=[H: K]^{-1} N(x, y)+\mathrm{O}(M(y, x)) .
$$

Proof. We have that $N_{a}(x) \geq[H: K]^{-1} N(x, y)-M_{x}(y, x)$. This is because if $\phi[q] \subset \mathbb{F}_{\mathfrak{p}}$ implies that $2 \operatorname{deg} q \leq \operatorname{deg} x$, and $\psi[\mathfrak{q}] \subset \mathbb{F}_{\mathfrak{p}}$ implies that $\operatorname{deg} \mathfrak{q} \leq x$.

Now $N_{a}(x) \leq[H: K]^{-1} N(x, y)$ because any prime counted by the left hand side must split completely in $H$ (and hence be a product of $[H: K]$ distinct primes of $H$, none of which split completely in any field $K_{\mathfrak{q}}^{a}$ or $K_{q}$ ). Hence, these primes certainly do not split completely in any field $K_{\mathfrak{q}}^{a}$ with $\operatorname{deg} \mathfrak{q} \leq y$ or $K_{q}$ with $\operatorname{deg} q \leq y$.

To estimate $N(x, y)$, which we expect to be the main term, we use the effective Chebotarev density theorem Theorem 5.2.1.

Let us fix $\mathfrak{a}, s$, and take $L^{\prime}=K_{\mathfrak{a}, s}^{a}$ and $L=H$. We know that we may take $r_{L^{\prime}}=d_{L}=1$. Since we are interested in the primes which split completely, we let $\mathscr{C}=\{1\}$, and write let $\pi_{\mathfrak{a}, s}$ denote $\pi_{C}$ for this particular choice of $L^{\prime}$ and $L$. Let the genus of $K_{\mathfrak{a}, s}^{a}$ be $g(\mathfrak{a}, s)$.
Proposition 5.3.2. There exists a positive constant $C^{\prime}$ independent of $x, \mathfrak{a}, s$ such that

$$
\left|\pi_{\mathfrak{a}, s}(x)-\frac{r^{x}}{n(\mathfrak{a}, s) x}\right| \leq \frac{C^{\prime} r^{x / 2}}{x}(\operatorname{deg} \mathfrak{a}+\operatorname{deg} s)
$$

Proof. Applying Theorem 5.2.1 to our special case, we get

$$
\left|\pi_{\mathfrak{a}, s}(x)-\frac{q^{x}}{n(\mathfrak{a}, s) x}\right| \leq
$$

$$
\frac{2}{x n(\mathfrak{a}, s)}\left((n(\mathfrak{a}, s)+g(\mathfrak{a}, s)) r^{x / 2}+n(\mathfrak{a}, s)\left(2 g_{H}+1\right) r^{x / 4}+g(\mathfrak{a}, s)+n(\mathfrak{a}, s) d\right)
$$

where $d$ is the degree of $H / \mathbb{F}_{r}(t)$ for some fixed separating transcendence element $t$.
We can use the Riemann-Hurwitz formula [27, Theorem 7.16] to bound the genus of $K_{\mathfrak{a}, s}^{a}$ in terms of the different of $K_{\mathfrak{a}, s}^{a} / H$ and $g_{H}$ :

$$
2 g(\mathfrak{a}, s)-2=n(\mathfrak{a}, s)\left(2 g_{H}-2\right)+d(\mathfrak{a}, s)
$$

Using this our formula becomes

$$
\left|\pi_{\mathfrak{a}, s}(x)-\frac{r^{x}}{n(\mathfrak{a}, s) x}\right| \leq \frac{|C|}{x n(\mathfrak{a}, s)}\left((n(\mathfrak{a}, s)+d(\mathfrak{a}, s)) r^{x / 2}+n(\mathfrak{a}, s) r^{x / 4}+d(\mathfrak{a}, s)\right),
$$

where $C$ is a constant independent of $\mathfrak{a}, s$.
Write $\pi_{1} \leq \pi_{\mathfrak{a}, s}(x) \leq \pi_{1}+\pi_{2}$. Let $2 \leq d \leq n(\mathfrak{a}, s)$. Let us count the primes of degree $x$ with residue degree $d$. These correspond to a subset of primes of degree $x / d$ in some subfield of $H$. Thus $\pi_{2}$ is bounded by $r^{x / 2}$. Thus, we can take $\pi_{\mathfrak{a}, s}(x)$ to count only the primes of first degree which split completely in $K_{\mathfrak{a}, s}^{a}$.

Using Proposition 4.4.4, we obtain

$$
\left|\pi_{\mathfrak{a}, s}(x)-\frac{r^{x}}{n(\mathfrak{a}, s) x}\right| \leq \frac{\left|C^{\prime}\right| r^{x / 2}}{x}(\operatorname{deg} \mathfrak{a}+\operatorname{deg} s)
$$

Let

$$
\begin{aligned}
S & =\{\mathfrak{q} \subset O \mid \mathfrak{q} \text { is a prime ideal of } O \text { of first-degree }\} \\
T & =\{q \subset A \mid q \text { is a prime ideal of } A\} \\
S_{y} & =\{\mathfrak{q} \in S \mid \operatorname{deg} \mathfrak{q} \leq y\} \\
T_{y} & =\{q \in T \mid \operatorname{deg} q \leq y\}
\end{aligned}
$$

Let $S^{*}, S_{y}^{*}$ be the set of ideals of $O$ which are square-free products of ideals from $S$ (resp. $S_{y}$ ), including 1 . Define $T^{*}$ and $T_{y}^{*}$ similarly.

Proposition 5.3.3. Let $y=\frac{\ln x-\ln 2}{\ln r}$ and let $x \rightarrow \infty$. Then

$$
\left|N(x, y)-\sum_{\substack{\mathfrak{a} \in S_{3}^{*} \\ s \in T_{y}^{*}}} \frac{\mu(\mathfrak{a}) \mu(s) r^{x}}{n(\mathfrak{a}, s) x}\right|=\mathrm{O}\left(\frac{\left(r^{(3 / 4+\epsilon) x}\right.}{x}\right)
$$

for any $\epsilon>0$.
Proof. Using the inclusion-exclusion principle we obtain that

$$
N(x, y)=\sum_{\substack{\mathfrak{a} \in S_{y}^{*} \\ s \in T_{y}^{*}}} \mu(\mathfrak{a}) \mu(s) \pi_{\mathfrak{a}, s}(x) .
$$

Thus, we have the following estimate for $N(x, y)$

$$
\left|N(x, y)-\sum_{\substack{\mathfrak{a} \in S_{y}^{*} \\ s \in T_{y}^{*}}} \frac{\mu(\mathfrak{a}) \mu(s) r^{x}}{n(\mathfrak{a}, s) x}\right| \leq \frac{\left|C_{3}\right| r^{x / 2}}{x}\left(\sum_{\substack{\mathfrak{a} \in S_{y}^{*} \\ s \in T_{y}^{*}}} \operatorname{deg} s+\operatorname{deg} \mathfrak{a}\right) \leq C_{5} \frac{r^{x / 2}}{x} \frac{r^{2 y}}{y}\left(2^{C_{4} r^{y} / y}\right)
$$

where the last inequality comes from counting

$$
\begin{aligned}
\# S_{y} & \leq C_{1} r^{y} / y \\
\# T_{y} & \leq C_{2} r^{y} / y
\end{aligned}
$$

using the analogue of the prime number theorem [27, Theorem 5.12]. Taking $x$ (and hence $y)$ as large as we need, we can guarantee that $2^{C_{4} r^{y} / y} \leq r^{x / 4}$ for $x$ large enough. Thus the remainder term is at most

$$
C_{6} r^{(3 / 4+\epsilon) x}
$$

for any $\epsilon>0$.
Proposition 5.3.4. The sum

$$
\delta=\sum_{\substack{\mathfrak{a} \in S^{*} \\ s \in T^{*}}} \frac{\mu(\mathfrak{a}) \mu(s)}{n(\mathfrak{a}, s)},
$$

converges absolutely. Further, as $x \rightarrow \infty$ we have

$$
\left|N(x, y)-\delta \frac{r^{x}}{x}\right|=\mathrm{O}\left(\frac{r^{x}}{x^{2}}\right)
$$

Proof. We see,

$$
\sum_{\mathfrak{a} \in S^{*}, s \in T^{*}} n(\mathfrak{a}, s)^{-1}=\sum_{\mathfrak{a} \in S^{*}, s \in T^{*}} \frac{\varphi(\mathfrak{a}, s)}{n(\mathfrak{a}) m(s)}
$$

Thus

$$
\sum_{\mathfrak{a} \in S^{*}, s \in T^{*}} \frac{\varphi(\mathfrak{a}, s)}{n(\mathfrak{a}) m(s)}=\sum_{\mathfrak{a} \in S^{*}} n(\mathfrak{a})^{-1} \prod_{q \in T}\left(1+\frac{\varphi(\mathfrak{a}, q)}{m(q)}\right) .
$$

Now, the possible values for $m(q)$ are

$$
m(q)=\left\{\begin{array}{lr}
r^{2 \operatorname{deg} q}-1 & \text { if } q \text { is inert in } O \\
r^{2 \operatorname{deg} q}-2 \cdot r^{\operatorname{deg} q}+1 & \text { if } q \text { splits in } O \\
r^{2 \operatorname{deg} q}-r^{\operatorname{deg} q} & \text { if } q \text { ramifies in } O
\end{array}\right.
$$

Since the number of $q$ such that $\operatorname{deg} q=d$ is $\mathrm{O}\left(r^{d} / d\right)$, we see that the infinite product $\prod_{q \in T}\left(1+m(q)^{-1}\right)$ converges. Thus

$$
\sum_{\mathfrak{a} \in S^{*}} n(\mathfrak{a})^{-1} \prod_{q \in T}\left(1+\frac{\varphi(\mathfrak{a}, s)}{m(s)}\right) \ll \sum_{\mathfrak{a} \in S^{*}} n(\mathfrak{a})^{-1} \prod_{\substack{q \in T \\(q, \mathfrak{a}) \neq 1}}\left(1+\frac{\varphi(\mathfrak{a}, q)}{m(q)}\right)
$$

Continuing

$$
\sum_{\mathfrak{a} \in S^{*}} n(\mathfrak{a})^{-1} \prod_{q \in T}\left(1+\frac{\varphi(\mathfrak{a}, q)}{m(q)}\right) \ll \sum_{\mathfrak{a} \in S^{*}} \frac{2^{\nu(\mathfrak{a})}}{n(\mathfrak{a})}
$$

where $\nu(\mathfrak{a})$ is the number of prime divisors of $\mathfrak{a}$.
The latter product converges because $\sum n(\mathfrak{q})^{-1}$ converges by [18, Theorem 4.5], because our sum is over square free ideals which are products of first-degree primes, and the sum in [18] is over all square free ideals.

Exactly as in [18], we have

$$
\sum_{\mathfrak{P} \in S} n(\mathfrak{P})^{-1} \ll \sum_{i=1}^{\infty} \frac{1}{i\left(r^{i}-1\right)}<\infty
$$

because of the prime number theorem for $O$ and $n(\mathfrak{P})=r^{\operatorname{deg} \mathfrak{P}}\left(r^{\operatorname{deg} \mathfrak{P}}-1\right)$ for $\operatorname{deg} \mathfrak{P}$ large enough.

Thus, let

$$
\delta=\sum_{\substack{\mathfrak{a} \in S^{*} \\ s \in T^{*}}} \frac{\mu(\mathfrak{a}) \mu(s)}{n(\mathfrak{a}, s)}
$$

Consider

$$
\left|\sum_{\substack{\mathfrak{a} \in S_{y}^{*} \\ s \in T_{y}^{*}}} \frac{\mu(\mathfrak{a}) \mu(s)}{n(\mathfrak{a}, s)}-\delta\right| \leq \sum_{\substack{\mathfrak{a} \in S^{*} \backslash S_{y}^{*} \text { or } \\ s \in T^{*} \backslash T_{y}^{*}}} n(\mathfrak{a}, s)^{-1} \leq \sum_{\substack{\mathfrak{a} \in S^{*} \backslash S_{*}^{*} \\ s \in T^{*}}} \frac{\varphi(\mathfrak{a}, s)}{n(\mathfrak{a}) m(s)}+\sum_{\substack{\mathfrak{a} \in S^{*} \\ s \in T^{*} \backslash T_{y}^{*}}} \frac{\varphi(\mathfrak{a}, s)}{n(\mathfrak{a}) m(s)}
$$

By a similar argument the above estimate is bounded by a constant times the following,

$$
\sum_{\mathfrak{a} \in S^{*} \backslash S_{y}^{*}} n(\mathfrak{a})^{-1}+\sum_{s \in T^{*} \backslash T_{y}^{*}} m(s)^{-1}
$$

But then we see that

$$
\sum_{s \in T^{*} \backslash T_{y}^{*}} m(s)^{-1} \ll \sum_{q \in T \backslash T_{y}} m(q)^{-1} \prod_{\ell \in T}\left(1+m(l)^{-1}\right) .
$$

Since the product appearing above converges, and because $m(q)^{-1} \leq\left(r^{\operatorname{deg} q}-1\right)^{-2}$ for $\operatorname{deg} q$ large enough, we obtain that

$$
\sum_{s \in T^{*} \backslash T_{y}^{*}} m(s)^{-1} \ll \sum_{j \geq y} \frac{r^{j}}{\left(r^{j}-1\right)^{2}} \ll\left(r^{y}-1\right)^{-1}
$$

by the integral test and the Riemann hypothesis for function fields. A similar argument shows that

$$
\sum_{\mathfrak{a} \in S^{*} \backslash S_{y}^{*}} n(\mathfrak{a})^{-1} \ll 1 / x
$$

Thus,

$$
\left|N(x, y)-\delta r^{x} / x\right|=\mathrm{O}\left(\frac{r^{x}}{x^{2}}\right)
$$

Let $z=\frac{x}{2}-\nu \log x$, where $\nu$ is a constant to be chosen later such that $\nu \geq 1 / \log r$.

$$
M_{x}(y, x) \leq M_{x}(y, z)+M_{x}(z, x)
$$

## Proposition 5.3.5.

$$
M_{x}(y, z)=\mathrm{O}\left(\frac{r^{x}}{x^{2}}\right)
$$

Proof. Consider

$$
M_{x}(y, z) \lll \sum_{\mathfrak{q} \in S_{z} \backslash S_{y}}\left(\frac{r^{x}}{n(\mathfrak{q}) x}+\mathrm{O}\left(\operatorname{deg} \mathfrak{q} \frac{r^{x / 2}}{x}\right)\right)+\sum_{q \in T_{z} \backslash T_{y}}\left(\frac{r^{x}}{m(q) x}+\mathrm{O}\left(\frac{r^{x / 2}}{x} \operatorname{deg} q\right)\right)
$$

Since $\nu \geq 1 / \log r$, we have $r^{z} \leq r^{x / 2} / x$. Thus, the sum of all the error terms above is bounded by

$$
\frac{r^{x / 2}}{x} \sum_{y \leq i \leq x / 2-\nu \log x} r^{i} \cdot i / i \ll r^{x / 2+z} / x \ll r^{x} / x^{2}
$$

Now,

$$
\sum_{q \in T_{z} \backslash T_{y}} m(q)^{-1} \ll \sum_{y<i \leq z} \frac{r^{i}}{\left(r^{i}-1\right)^{2}} \ll \frac{1}{x}
$$

As before, a similar bound applies to the sum over $\mathfrak{q} \in S_{z} \backslash S_{y}$. Thus,

$$
M_{x}(y, z)=\mathrm{O}\left(\frac{r^{x}}{x^{2}}\right)
$$

To take care of both of the sums, we will require the use of a Brun-Titchmarsh type result, from [17, Theorem 4.3]. Let us state the result. Let $\mathfrak{U}$ be an ideal of $O$ and $b$ be an element in $O$ with $\bar{b} \in(O / \mathfrak{U})^{*}$. Let $\pi(N ; b, \mathfrak{U})$ denote the number of prime ideals $\mathfrak{P}^{\prime}$ in $O^{\prime}$ such that if $N_{H / L}\left(\mathfrak{P}^{\prime}\right)=(\beta)$ for some positive element (i.e., $\operatorname{sgn}(\beta)=1$ ), then $\beta \equiv b$ $(\bmod \mathfrak{U})$ and $\operatorname{deg} \beta=N$.

Theorem 5.3.1 ([17], Theorem 4.3). There exists effective constants $C_{7}$ and $C_{8}$, depending only on the genus $g$ of $L$ and the class number $h=[H: L]$, such that if $N>\operatorname{deg} \mathfrak{U}+C_{7}+$
$C_{8} \log \operatorname{deg} \mathfrak{U}$, then we have

$$
\pi(N ; b, \mathfrak{U}) \leq \frac{C_{9} h q^{N}}{\varphi(\mathfrak{U})\left(K_{1}+1-2 g\right)}
$$

where $\varphi(\mathfrak{U})$ is the order of $(O / \mathfrak{U})^{*}$ and $K_{1}$ is equal to

$$
\min \left\{\left[\frac{N-1}{h}\right],\left[\frac{N-\operatorname{deg} \mathfrak{U}-C_{7}-C_{8} \log \operatorname{deg} \mathfrak{U}+4 g}{2}\right]\right\}
$$

and $C_{9}$ is a positive effective constant depending only on $L$.
Now,

$$
M_{x}(z, x) \leq \sum_{\mathfrak{q} \in S \backslash S_{z}} \pi_{\mathfrak{q}, 1}(x)+\sum_{q \in T \backslash T_{z}} \pi_{1, q}(x)
$$

## Proposition 5.3.6.

$$
\sum_{q \in T \backslash T_{z}} \pi_{1, q}(x)=\mathrm{O}\left(r^{x / 2}\right)
$$

Proof. For $q \in T \backslash T_{z}$, let $\mathfrak{U}=q O$. Apply the Brun-Titchmarsh theorem above to $\pi(x ; 1, \mathfrak{U})$. To check the condition,

$$
\operatorname{deg} \mathfrak{U}+C_{7}+C_{8} \log \operatorname{deg} \mathfrak{U} \leq x / 2+C_{7}+C_{8} \log x-C_{8} \log 2<x
$$

for $x$ large enough. Now, if $P$ splits completely in $K_{1, q}$ then $P \equiv 1(\bmod q)$ by our work in the rank 1 case. If we allow $h$ to be absorbed into the implicit constant, we see that

$$
K_{1}+1-2 g \gg N
$$

so that

$$
\pi(x ; 1, \mathfrak{U}) \ll \frac{q^{x}}{\varphi(\mathfrak{U}) x}
$$

Now, by our choice of $\mathfrak{U}$, we have that $\varphi(\mathfrak{U}) \gg r^{x} / x$.
Thus,

$$
\sum_{q \in T \backslash T_{z}} \pi_{1, q}(x) \leq \sum_{q \in T \backslash T_{z}} \pi(x ; 1, q O) \ll \sum_{i \geq z} \frac{r^{i}}{\left(r^{i}-1\right)^{2}} \ll r^{-z}
$$

Hence,

$$
\sum_{q \in T \backslash T_{z}} \pi_{1, q}(x) \ll r^{x-z} / x=\mathrm{O}\left(r^{x / 2}\right)
$$

## Proposition 5.3.7.

$$
\sum_{\mathfrak{q} \in S \backslash S_{z}} \pi_{\mathfrak{q}, 1}(x)=\mathrm{O}\left(\frac{r^{x} \log x}{x^{2}}\right)
$$

Proof. Let us write

$$
\sum_{\mathfrak{q} \in S \backslash S_{z}} \pi_{\mathfrak{q}, 1}(x)=\sum_{\mathfrak{q} \in S \backslash S_{x / 2}+\log x} \pi_{\mathfrak{q}, 1}(x)+\sum_{\mathfrak{q} \in S_{x / 2+\log x \backslash S_{z}}} \pi_{\mathfrak{q}, 1}(x) .
$$

Consider first the sum $\sum_{\mathfrak{q} \in S \backslash S_{x / 2+\log x}} \pi_{\mathfrak{q}, 1}(x)$. Let $\mathfrak{P}^{\prime}$ be a prime of $H$ which splits completely in $K_{\mathfrak{q}, 1}$ with $x / 2+\log x<\operatorname{deg} \mathfrak{q} \leq x$. Then, write $N_{H / L}\left(\mathfrak{P}^{\prime}\right)=(\beta)$ for positive $\beta \in O$, with $(\beta)$ prime. By 4.1.3, we have $\mathfrak{q} \mid(\beta-1)$, and $\psi_{(\beta-1) \mathfrak{q}^{-1}}(a) \in \mathfrak{P}^{\prime}$. Also, we have that $\operatorname{deg} \mathfrak{P}^{\prime}=\operatorname{deg} \beta=\operatorname{deg}(\beta-1)$. Hence

$$
0 \leq \operatorname{deg}\left((\beta-1) \mathfrak{q}^{-1}\right) \leq x / 2-\log x
$$

. Hence, the prime $\mathfrak{P}^{\prime}$ divides the ideal in $O$ generated by

$$
\prod_{\substack{\mathfrak{M} \subset O \text { an ideal } \\ 0 \leq \operatorname{deg} \mathfrak{M} \leq x / 2-\log x}} \psi_{\mathfrak{M}}(a)
$$

Recall that

$$
\psi_{\mathfrak{M}}(a)=\prod_{\lambda \in \psi[\mathfrak{M}]}(a-\lambda) \neq 0
$$

since $a$ is non-torsion. Also,

$$
\begin{aligned}
\operatorname{deg} \psi_{\mathfrak{M}}(a) & =-\operatorname{ord}_{\infty}\left(\psi_{\mathfrak{M}}(a)\right) \leq \operatorname{deg} a+\sum_{0 \neq \lambda \in \psi[\mathfrak{M}]} \max \left\{\operatorname{deg} a,-\operatorname{ord}_{\infty}(\lambda)\right\} \\
& \leq r^{\operatorname{deg} \mathfrak{M}}(\operatorname{deg} a+C)
\end{aligned}
$$

where $C$ is a positive constant, by Proposition 4.4.3.

The number of divisors of the above element of $O$ of degree $x$ is therefore less than

$$
\operatorname{deg}\left(\prod_{\substack{\mathfrak{M} \subset O \text { an ideal } \\ 0 \leq \operatorname{deg} \mathfrak{M} \leq x / 2-\log x}} \psi_{\mathfrak{M}}(a)\right) / x
$$

The number of ideals of $O$ of degree $i$ is $\mathrm{O}\left(r^{i}\right)$ (by the Riemann-Roch theorem Theorem 3.1.1[27, Theorem 5.4]). Thus, the number of primes we are interested in is bounded by

$$
\mathrm{O}\left(\sum_{i=0}^{x / 2-\log x} r^{2 i}(\operatorname{deg} a+C)\right) / x=\mathrm{O}\left(\sum_{i=0}^{x / 2-\log x} r^{2 i}\right) / x=r^{x} / x^{2 \log r+1}=\mathrm{O}\left(\frac{r^{x}}{x^{2}}\right) .
$$

We now want to bound the sum

$$
\sum_{\mathfrak{q} \in S_{x / 2+\log x} \backslash S_{z}} \pi_{\mathfrak{q}, 1}(x)
$$

For $\mathfrak{q}$ in this range, we know that

$$
\pi_{\mathfrak{q}, 1}(x) \leq \pi(x ; 1, \mathfrak{q}) \ll \frac{r^{x}}{r^{\operatorname{deg} \mathfrak{q}} \cdot x}
$$

Thus,

$$
\sum_{\mathfrak{q} \in S_{x / 2+\log x} \backslash S_{z}} \pi_{\mathfrak{q}, 1}(x) \ll \frac{r^{x}}{x} \sum_{\mathfrak{q} \in S_{x / 2+\log x} \backslash S_{z}} \frac{1}{r^{\operatorname{deg} \mathfrak{q}}}
$$

Using the prime number theorem [27, Theorem 5.12] for $O$ we obtain

$$
\sum_{\mathfrak{q} \in S_{x / 2+\log x} \backslash S_{z}} \pi_{\mathfrak{q}, 1}(x) \ll \frac{r^{x}}{x} \cdot \sum_{z<i \leq x / 2+\log x} \frac{1}{i}=\mathrm{O}\left(\frac{r^{x} \log x}{x^{2}}\right)
$$

Thus, we conclude the proposition.
Proposition 5.3.8. If $a$ is non-torsion then

$$
\delta_{\phi}(a)=\frac{1}{2} \sum_{\substack{\mathfrak{a} \in S \\ q \in T}} \frac{\mu(\mathfrak{a}) \mu(s)}{n(\mathfrak{a}, s)}>0 .
$$

Proof. The sum converges absolutely, so we may write

$$
\delta=\sum_{s \in T} \frac{\mu(s)}{m(s)} \sum_{\mathfrak{a} \in S} \frac{\mu(\mathfrak{a}) \varphi((\mathfrak{a}, s))}{n(\mathfrak{a})}
$$

But

$$
\begin{aligned}
\sum_{\mathfrak{a} \in S^{*}} \frac{\mu(\mathfrak{a}) \varphi((\mathfrak{a}, s))}{n(\mathfrak{a})} & =\prod_{\mathfrak{q} \in S}\left(1-\frac{\varphi((\mathfrak{q}, s)}{n(\mathfrak{q})}\right) \\
& =\prod_{\mathfrak{q} \in S}\left(1-\frac{1}{n(\mathfrak{q})}\right) \prod_{\mathfrak{q} \mid s}\left(1-\left[K_{\mathfrak{q}}: H(\psi[\mathfrak{q}])\right]^{-1}\right)\left(1-n(\mathfrak{a})^{-1}\right)^{-1}
\end{aligned}
$$

For finitely many $q, b$ we will have $\phi_{q}(b)=a$. We can adjust the terms for this, just as in $[11],[18]$. Multiply all such $q$ to form the ideal $\Sigma$. Then

$$
\begin{aligned}
\delta= & \prod_{\mathfrak{q}}\left(1-n(\mathfrak{a})^{-1}\right) \prod_{(q, \Sigma)=1, q \text { inert }}\left(1-m(q)^{-1}\right) \\
& \prod_{(q, \Sigma)=1, q=\mathfrak{q}_{1} \mathfrak{q}_{2}}\left(1-m(q)^{-1}\right)\left(1-\left[K_{\mathfrak{q}_{1}}: H\left(\psi\left[\mathfrak{q}_{1}\right]\right)\right]^{-1}\right)^{2}\left(1-n\left(\mathfrak{q}_{1}\right)^{-1}\right)^{-2} \\
& \prod_{(q, \Sigma)=1, q \mid \Delta}\left(1-m(q)^{-1}\right)\left(1-\left[K_{\mathfrak{q}}: H(\psi[\mathfrak{q}])\right]^{-1}\right)\left(1-n(\mathfrak{q})^{-1}\right)^{-1}
\end{aligned}
$$

Thus, we have $\delta>0$, and since $\delta=\delta_{\phi}(a) \cdot 2$ the proposition follows.
This concludes the proof of Theorem 5.1.1.

### 5.4 Proof of Theorem 5.1.2

Let $\pi(x, s)$ be the number of primes $P$ of $F$ of degree $x$ with $\sigma_{P} \in \mathscr{C}_{s}$. Let $S=\{q \subset A \mid$ $q$ is a prime ideal of $A\}, S^{*}$ be the ideals which are square-free products of the ideals in $S$, $S_{y}=\{q \in S \mid \operatorname{deg} q \leq y\}$ and $S_{y}^{*}$ be defined similarly to $S^{*}$.

Then

$$
N(x, y)=\sum_{s \in S_{y}^{*}} \mu(s) \pi(x, s)
$$

Proposition 5.4.1. Let $q \in A$ be such that $\left[K_{q}^{\Gamma}: F\right]=|\phi[q]|^{t} \cdot \# \operatorname{Aut}(\phi[q])=r^{2 t \operatorname{deg} q}$. $\left(r^{2 \operatorname{deg} q}-1\right)\left(r^{2 \operatorname{deg} q}-r^{\operatorname{deg} q}\right)$. Then

$$
\left|\mathscr{C}_{q}\right| \ll r^{\operatorname{deg} q(t+3)}
$$

Proof. We want to count the number of pairs $(\chi, \gamma) \in \phi[q]^{t} \rtimes \operatorname{Aut}(\phi[q])$ such that either $\operatorname{ker}(\gamma-1)$ is cyclic and $\chi(\Gamma) \subset \operatorname{Im}(\Gamma)$ or $\operatorname{ker}(\gamma-1)=\phi[q]$, and the rank of $\chi(\Gamma)$ is 0 or 1 . The latter condition happens $\mathrm{O}\left(r^{\operatorname{deg} q(t+1)}\right)$ ( times and the former condition happens $\sim r^{\operatorname{deg} q(3+t)}$ and combining both we get that $\left|\mathscr{C}_{q}\right|=r^{\operatorname{deg} q(3+t)}+\mathrm{O}\left(r^{\operatorname{deg} q(t+2)}\right)$. These estimates are similar to the classical case for elliptic curves and are carried out by counting arguments for $\mathbb{F}_{r^{-}}$ vector spaces.

## Proposition 5.4.2.

$$
\frac{\left|\mathscr{C}_{s}\right|}{n(s, \Gamma)} \ll r^{-\operatorname{deg} s(t-2)} \cdot \prod_{q \mid s}\left(r^{\operatorname{deg} q}-1\right)^{-3},
$$

as $\operatorname{deg} s \rightarrow \infty$.
Proof. Write

$$
\frac{\left|\mathscr{C}_{s}\right|}{n(s, \Gamma)}=\frac{\left|\mathscr{C}_{s^{\prime}}\right|}{n\left(s^{\prime}, \Gamma\right)} \frac{\left|\mathscr{C}_{s_{0}}\right|}{n\left(s_{0}, \Gamma\right)} .
$$

Thus, since $s_{0}$ has at most finitely many possibilities, there exists constants $C_{7}, C_{8}$ such that $0<C_{7} \leq \frac{\left|\mathscr{C}_{s_{0}}\right|}{n\left(s_{0}, \Gamma\right)} \leq C_{8} \leq 1$. Also,

$$
\frac{\left|\mathscr{C}_{s^{\prime}}\right|}{n\left(s^{\prime}, \Gamma\right)} \ll r^{\operatorname{deg} s^{\prime}(t-2)} \prod_{q \mid s^{\prime}}\left(r^{\operatorname{deg} q}-1\right)^{-3} \leq r^{\operatorname{deg} s(t-2)} \prod_{q \mid s}\left(r^{\operatorname{deg} q}-1\right)^{3},
$$

hence the result.
Proposition 5.4.3. Let the constant field of $K_{s}^{\Gamma}$ be $\mathbb{F}_{s}$ and let $r_{s}=\left[\mathbb{F}_{s}: \mathbb{F}_{r}\right]$. There exists constants $\delta(s, j) \geq 0$ for $j=1, \ldots, r_{s}$ such that if $x \equiv j\left(\bmod r_{s}\right)$

$$
\left|\pi(x, s)-\delta(s, j) \frac{r^{x}}{x}\right|=\mathrm{O}\left(\frac{r^{x / 2}}{x} \operatorname{deg} s\right)
$$

Further, there exists a polynomial $M \in A$ such that if $s$ is coprime to $M$, there exists a constant $\delta(s)$ such that

$$
\left|\pi(x, s)-\delta(s) \frac{r^{x}}{x}\right|=\mathrm{O}\left(\frac{r^{x / 2+\operatorname{deg} s(t+3)}}{x} \operatorname{deg} s\right)
$$

Proof. There are conjugacy classes $\mathscr{C}_{1}, \ldots, \mathscr{C}_{u}$ of $G_{s}$ such that

$$
\mathscr{C}_{s}=\bigcup_{i=1}^{u} \mathscr{C}_{i}
$$

Let $a_{i}$ be the integer such that $\mathscr{C}_{i}$ is the $a_{i}$ th power of the Frobenius automorphism of $\mathbb{F}_{s}$.

Let

$$
\delta(s, j)=r_{s}\left(\sum_{i, a_{i} \equiv j} \mathscr{C}_{\left(\bmod r_{s}\right)}\right) n(s, \Gamma)^{-1}
$$

Let $g(s, \Gamma)$ be the genus of $K_{s}^{\Gamma}$. By the Riemann-Hurwitz formula [27, Theorem 7.16] and Theorem 4.3.3, we get that

$$
g(s, \Gamma) \ll \frac{n(s, \Gamma)}{r_{s}}\left(2 g_{F}-2\right)+(t+2) \operatorname{deg} s
$$

Now, applying the Chebotarev density theorem Theorem 5.2.1, we get that

$$
\left|\pi(x, s)-\delta(s, j) \frac{r^{x}}{x}\right| \ll \frac{\delta(s, j)}{x} n(s, \Gamma)(t+2) \operatorname{deg} s r^{x / 2}
$$

By Proposition 5.4.2, we know $\delta(s, j) \ll r^{\operatorname{deg} s(t+3)}$, so

$$
\left|\pi(x, s)-\delta(s, j) \frac{r^{x}}{x}\right| \ll r^{\operatorname{deg} s(t+3)}(t+2) \operatorname{deg} s r^{x / 2}
$$

Proposition 5.4.4. Let $y=\left(\log x-\log C_{9}-\log 4\right) / 2$, and let $r_{0}$ be the degree of the constant field extension of $K_{M}^{\Gamma} / K$. With the understanding that $\delta(s, j)$ only depends on the residue class of $j\left(\bmod r_{s}\right)$ where $r_{s}$ is the constant field extension degree of $K_{s}^{\Gamma} / K$, then as $x \equiv j\left(\bmod r_{0}\right)$ and $x \rightarrow \infty$,

$$
\left|N(x, y)-\sum_{s \in S_{y}^{*}} \mu(s) \delta(s, j) \frac{r^{x}}{x}\right|=\mathrm{O}\left(r^{x(1-\epsilon)}\right),
$$

where $N$ is the maximum of $r_{s}$ for any $s$, and $\delta(s, j)$ is the corresponding density coming
from the Chebotarev density theorem.
Proof. Summing over all $s \in S_{y}^{*}$, we get

$$
\begin{aligned}
\left|N(x, y)-\sum_{s \in S_{y}^{*}} \mu(s) \delta(s, j) \frac{r^{x}}{x}\right| & =\mathrm{O}\left(\frac{r^{x / 2}}{x} \sum_{s \in S_{y}^{*}} \operatorname{deg} s r^{\operatorname{deg} s(t+3)}\right) \\
& =\mathrm{O}\left(\frac{r^{x / 2}}{x} x \prod_{q \text { prime,deg } q \leq y}\left(1+r^{\operatorname{deg} q(t+3)}\right)\right) \\
& =\mathrm{O}\left(r^{x / 2} 2^{C_{4} r^{y} / y} r^{y r^{y}}\right) \\
& =\mathrm{O}\left(r^{x / 2} r^{C_{9} r^{y} y}\right)
\end{aligned}
$$

Now, choose $y=\left(\log x-\log C_{9}-\log 4\right) / 2$ so that $r^{C 9 r^{y} y} \leq r^{x / 4}$.

## Proposition 5.4.5.

$$
\delta_{\phi}^{j}(\Gamma)=\sum_{s \in S^{*}} \mu(s) \delta(s, j)
$$

converges absolutely.
Proof. By taking the logarithms, we need only check the convergence of

$$
\sum_{q \in S} \delta(q, j) \ll \sum_{i=0}^{\infty} \frac{r^{i}}{r^{i(t-2)}\left(r^{i}-1\right)^{3}}
$$

which does converge.

## Proposition 5.4.6.

$$
\left|\sum_{s \in S^{*}} \mu(s) \delta(s, j) r^{x} / x-\sum_{s \in S_{y}^{*}} \mu(s) \delta(s, j) r^{x} / x\right|=\mathrm{O}\left(r^{x} / x^{2}\right)
$$

Proof. As usual,

$$
\sum_{s \in S^{*} \backslash S_{y}^{*}} \delta(s, j) \ll \sum_{i \geq y} \frac{r^{i}}{r^{i(t-2)}\left(r^{i}-1\right)^{3}} \ll r^{-y(t+1)}=\mathrm{O}\left(x^{-(t+1) / 2}\right)
$$

so the difference we want is $\mathrm{O}\left(r^{x} / x^{2}\right)$ for $t \geq 3$.
Consider the following bound from [1]. We restate it as follows
Proposition 5.4.7 ([1], Proposition 5.1). Let $l \geq 1$ be an integer, and let

$$
T_{l}:=\left\{P \text { of good reduction for } \Gamma \text { such that }\left[\Gamma_{P}: \mathbb{F}_{r}\right] \leq l\right\}
$$

Then

$$
\# T_{l} \leq C \cdot r^{l(1+2 / t)}
$$

Now, if $\phi\left(\mathbb{F}_{P}\right) / \Gamma_{P}[q] \neq 0$ then $\left[\Gamma_{P}: \mathbb{F}_{r}\right]<x-z$ for any $q$ with $\operatorname{deg} q>z$.
We will split the interval $(y, x]$ into $(y, \alpha x],(\alpha x, \alpha x+A \log x]$, and $(\alpha x+A \log x, x]$ for a suitable choice of $\alpha$ and $A$. The first interval is handled by Chebotarev density theorem. The second interval is handled by the Brun-Titchmarsh theorem and the third is handled by the use of the proposition from [1]. Let us concentrate on the first interval which will determine the choice of $\alpha$.

Proposition 5.4.8. Let $\alpha=1 / 10-2 \log _{r}(x) / x$, then as $x \rightarrow \infty$

$$
M(y, \alpha x)=\mathrm{O}\left(\frac{r^{x}}{x^{2}}\right)
$$

Proof. If we consider the restriction of $\sigma_{P} \in \mathscr{C}_{q}$ to $\operatorname{Gal}\left(K\left(\phi[q], q^{-1} a_{1}\right) / K\right)$ there are at most $\mathrm{O}\left(r^{4 \operatorname{deg} q}\right)$ possibilities for $\sigma_{P}$. The size of the Galois group is $r^{6 \operatorname{deg} q}+\mathrm{O}\left(r^{5 \operatorname{deg} q}\right)$, so that using the Chebotarev density theorem again we obtain

$$
M(y, \alpha x) \leq \sum_{q \in S_{\alpha x} \backslash S_{y}} \frac{r^{x-2 \operatorname{deg} q}}{x}+\mathrm{O}\left(r^{4 \operatorname{deg} q} \cdot r^{x / 2} x\right)
$$

The sum of the error terms is $\mathrm{O}\left(r^{x(4 \alpha+\alpha+1 / 2)}\right)=\mathrm{O}\left(r^{x(1-\epsilon)}\right)$. Then the error term is $\mathrm{O}\left(r^{x} / x^{2}\right)$. Now, the number of $q$ with $\operatorname{deg} q=i$ is $\mathrm{O}\left(\frac{r^{i}}{i}\right)$, thus the first summand is bounded by a constant times

$$
\sum_{i \geq y} \frac{r^{x-i}}{x i} \ll r^{-y} \frac{r^{x}}{x^{2}}=\mathrm{O}\left(\frac{r^{x}}{x^{2}}\right)
$$

Proposition 5.4.9. Suppose that $t \geq 18$, then there exists $A>0$ such that for $z=$ $\alpha x+A \log x$,

$$
M(z, x)=\mathrm{O}\left(r^{x} / x^{2}\right)
$$

as $x \rightarrow \infty$.
Proof. By Proposition 5.4.7[1, Proposition 5.1], the number of P's such that $\sigma_{P} \in \mathscr{C}_{q}$ with $\operatorname{deg} q>z$, and $\operatorname{deg} P=x$, is bounded by $\mathrm{O}\left(r^{(x-z)(1+2 / t)}\right)$.

Notice that $x-z=(9 / 10) x-(A-2 / \log r) \log x$.
This error is bounded by $\mathrm{O}\left(r^{0.9 x(1+2 / t)} x^{-(A \log r-2)(1+2 / t)}\right.$. Notice that if we want $r^{x}$ on top, we need that $t \geq 18$. As long as $A$ is sufficiently large, we get an overall bound of

$$
\mathrm{O}\left(\frac{r^{x}}{x^{2}}\right)
$$

## Proposition 5.4.10.

$$
M(\alpha x, \alpha x+A \log x)=\mathrm{O}\left(r^{x} \log x / x^{2}\right)
$$

as $x \rightarrow \infty$.

Proof. We now apply the Brun-Titchmarsh theorem along the interval ( $\alpha x, \alpha x+A \log x]$. Suppose that $\sigma_{P} \in \mathscr{C}_{q}$ for some $q$ with $\alpha x<\operatorname{deg} q \leq \alpha x+A \log x$. This now implies that $P \equiv 1(\bmod q)$, because $\phi_{P-1}$ and $\phi_{q}$ must share a common root not equal to 0 . Therefore, after reducing modulo $q$, the polynomial $\phi_{P-1}$ must not be separable. Therefore $q \mid P-1$. Hence, we may apply the Brun-Titchmarsh theorem to get that

$$
M(\alpha x, \alpha x+A \log x) \ll \sum_{\alpha x \leq i \leq \alpha x+A \log x} \frac{r^{x} r^{i}}{\left(r^{i}-1\right) i x}=\mathrm{O}\left(\frac{r^{x} \log x}{x^{2}}\right)
$$

Now, to examine the density

$$
\sum \mu(s) \delta(s, j)
$$

we note that for $q$ large enough $K_{q}^{\Gamma} / K$ is totally ramified at $q$ and unramified outside $q \infty \Delta$. This implies that there exists $N_{0} \in A$ and $r_{0} \in \mathbb{N}$ such that for each $j=1, \ldots, r_{0}$

$$
\sum \mu(s) \delta(s, j)=\sum_{m \mid N_{0}} \mu(m) \delta(m, j) \prod_{\left(q, N_{0}\right)=1}(1-\delta(q)) .
$$

If all the extensions $K_{q}^{\Gamma}$ are geometric (corresponding to $r_{0}=1$ ) this leads to a constant as in the first part of Theorem 5.1.2. Otherwise, the densities corresponding to $m$ for various $m \mid M$ may be zero or non-zero corresponding to different constants depending on the residue class of the degree, where $r_{0}$ is the degree of the constant field of $K_{M}^{\Gamma}$ over $\mathbb{F}_{r}$.

## Chapter 6

## Future work

Very briefly, we can extend our work in several ways. Firstly, we hope to extend Theorem 5.1.2 to include Drinfeld modules defined over more complex $A$, not just $A=\mathbb{F}_{r}[t]$. Also, we want to consider the problem of changing $\phi$ to having a higher rank but being completely singular (having CM by a rank 1 Drinfeld module). Another challenge would be to increase the rank of $\phi$, with no additional assumptions. Finally, the most difficult part is to consider a situation where $\phi$ is rank $l \cdot d$, and has CM by $\psi$ of rank $d$ (which would combine knowledge of all situations).

Conjecture 6.0.1. Let $K$ have finite $A$-characteristic and let

$$
\phi: A \rightarrow K\{\tau\}
$$

be a Drinfeld module.
Then given $a \in K, \bar{a}$ generates $\phi\left(\mathbb{F}_{P}\right)$ for infinitely many $P$, under suitable conditions on $K, A, \phi$.

Conjecture 6.0.2. Let $\phi: A \rightarrow K$ be a rank d Drinfeld module with CM by $\psi$ which is of rank $\ell \mid d$. Let $\Gamma$ be a free submodule of the rational points of $\phi$. Assuming that the rank of $\Gamma$ is sufficiently large, there exists $\delta_{\Gamma}(\phi)$ such that

$$
N_{\Gamma}(x)=\delta_{\Gamma}(\phi) \frac{r^{x}}{x}+\mathrm{o}\left(\frac{r^{x}}{x}\right) .
$$

Conjecture 6.0.3. Let $E / \mathbb{Q}$ have $C M$ by $O_{k}$. Then $E\left(\mathbb{F}_{\mathfrak{p}}\right)=O_{k} \cdot P$ for infinitely many primes $\mathfrak{p}$ of $k$.

This is very similar to Artin's conjecture. If we can link the above conjecture to the Lang-Trotter conjecture, that would be interesting.

Let $p$ be a rational prime which is inert in $k$, of good reduction for $E$. What is the relation between $E\left(O_{k} / p O_{k}\right)$ and $E(\mathbb{Z} / p \mathbb{Z})$. Of course the sizes of these sets are well-known to be related. The endomorphism ring of $E\left(O_{k} / p O_{k}\right)$ is large, so what more can be said?

Of course to do this there are several obstacles, which we will list below.

1. $\left(\phi\left(\mathbb{F}_{P}\right) / \Gamma_{P}\right)[q]=0$ if and only if $P$ lies in some conjugacy class $\mathscr{C}_{s}$ (in particular for more general $A$ ).
2. We need to determine the size of $\mathscr{C}_{q}$, or at least an asymptotic. To carry out these calculations for Drinfeld modules of higher rank than 2 may be more complicated (here "rank" does not mean the rank of the free subgroup $\Gamma$, but the rank of $\phi[a]$ ).
3. We need to know bounds for the number of $P$ such that $\Gamma_{P}<y$, among other things. For guidance see [1]. This could get quite complicated if $\psi$ is non-trivial, but $\phi$ is not completely singular.
4. We need to determine bounds for the degree of the different of $K_{q}^{\Gamma} / K, D\left(K_{q}^{\Gamma} / K\right)$. In particular, what if we take more general $A$ ? Gardeyn [9] only deals with $A=\mathbb{F}_{q}[T]$. Perhaps there is an easy trick to bypass this problem?
5. We need to develop the Kummer theory in this more general case. More general $A$ may cause problems. If we keep track of $\phi, \psi$ it seems doable. In the case where $\psi$ is rank 1 , this has been done in [22].
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